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Abstract. The classical pseudospectral collocation method based on the expansion
of the solution in a basis of Chebyshev polynomials is considered. A new approach
to constructing systems of linear algebraic equations for solving ordinary differential
equations with variable coefficients and with initial (and/or boundary) conditions
makes possible a significant simplification of the structure of matrices, reducing
it to a diagonal form. The solution of the system is reduced to multiplying the
matrix of values of the Chebyshev polynomials on the selected collocation grid by
the vector of values of the function describing the given derivative at the collocation
points. The subsequent multiplication of the obtained vector by the two-diagonal
spectral matrix, ‘inverse’ with respect to the Chebyshev differentiation matrix, yields
all the expansion coefficients of the sought solution except for the first one. This
first coefficient is determined at the second stage based on a given initial (and/or
boundary) condition. The novelty of the approach is to first select a class (set) of
functions that satisfy the differential equation, using a stable and computationally
simple method of interpolation (collocation) of the derivative of the future solution.
Then the coefficients (except for the first one) of the expansion of the future solution
are determined in terms of the calculated expansion coefficients of the derivative
using the integration matrix. Finally, from this set of solutions only those that
correspond to the given initial conditions are selected.

Key words and phrases: initial value problems, pseudo spectral collocation method,
Chebyshev polynomials, Gauss—Lobatto sets, numerical stability

1. Introduction

Spectral methods are a class of methods used in applied mathematics and
scientific computing to solve many differential equations numerically [1]-
[4]. The main idea of the method is to represent the desired solution of
a differential equation as a sum of certain ‘basis functions’ [5] (e.g., as an
expansion into a sum in power functions — a Taylor series, or a sum of
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sinusoids, which is a Fourier series), and then calculate the coefficients in the
sum to satisfy the differential equation in the best possible way.

Spectral and finite element methods are closely related and are based on the
same ideas. The main difference between them is that spectral methods use
nonzero basis functions over the entire domain, while finite element methods
use nonzero basis functions only on small subdomains. In other words,
spectral methods use a global approach, while finite element methods use
a local approach. It is for this reason that spectral methods provide excellent
convergence, their ‘exponential convergence’ being the fastest possible when
the solution is smooth.

Spectral methods for the numerical solution of ordinary differential equa-
tions with given initial conditions are often reduced to solving a system of
linear algebraic equations (SLAE), which includes both the initial conditions
and conditions that ensure the fulfillment of differential relations [6]. How-
ever, a priori embedding of the initial (boundary) conditions into the system
of linear equations leads to a significant increase in the filling of the matri-
ces and, consequently, to the complication of the algorithm and method for
solving the problem [7].

A more interesting approach is to select a basis that automatically takes
into account the boundary conditions [1], [5], [6]. This is a frequently used
trick when formulating the SLAE of the initial problem, and it reduces to
taking into account the required initial/boundary conditions when creating
the basis (a set of good basis functions-orthogonal, etc.) in a natural way, i.e.,
a basis is selected in which each basis function satisfies the initial conditions.
The solution obtained using this approach is automatically sought in the class
of functions satisfying the initial conditions. However, in this case it becomes
much more difficult to work with new basis functions.

The novelty of the approach proposed by the authors is that first, a class
(set) of functions that satisfy the differential equation is selected using a stable
and computationally simple method of interpolation (collocation) of the
derivative of the future solution. Then the coefficients (except for some) of
the expansion of the future solution are determined in terms of the calculated
expansion coefficients of the derivative using the integration matrix. Only
after that, from this set of solutions those that correspond to the given initial
conditions are selected.

Here we propose to divide the main problem into independent subproblems
and to calculate the solution components in parts — separately those that
determine the behavior of the derivative of the solution, and separately those
that are determined by the boundary conditions. Thus, the problem is divided
into two independent subproblems, each allowing stable and simple solution.
The solution of the first problem in the simplest case is reduced to multiplying
the vector of the right-hand side by the matrix of the Chebyshev functions
values on the Gauss—Lobatto grid. At the next step, we solve the SLAE with
a diagonal positive definite matrix and, multiplying the resulting vector on
the left by the two-diagonal matrix, inverse (anti—derivative) with respect to
the spectral Chebyshev matrix of differentiation, we obtain all the expansion
coefficients of the desired solution, except for the first one. At the second,
‘most difficult’ stage, we determine the first coefficient of the expansion of the
solution in terms of basis polynomials, solving a linear algebraic equation of
the first order with respect to this coefficient.



K. P. Lovetskiy et al., Multistage pseudo-spectral method... 129

2. Numerical solution of ordinary differential equations

Exact solution of a trivial ordinary differential equation for a given initial
(boundary) condition

y' =fx), x>z y(@) =1y (1)

the right—hand side of which is independent of y, can be presented in the form
t
Yo + jt‘o f(T)dT

Since the numerical methods for integrating functions are well developed
from theoretical and practical points of view, it seems natural to apply them
to the numerical solution of ordinary differential equations of general form

y'(2) = flz,y(@), x>z0, y(T0) = Yo, (2)

and this is exactly the fact that naturally explains the development and wide
use of the methods of the Runge-Kutta type.

Usually, the method implies obtaining the solution in the interval
[€g, o + ch]. The coefficients 0<c; < ¢y < ... < ¢, <1 are chosen. Then, us-
ing the method of polynomial collocation, the solution is approximated by
a polynomial p of the degree n, which satisfies two types of conditions

— the initial condition: p(z,) = y,, and
— the differential equation, p’(z;) = f(xy,p(zy)), at all the collocation
points [z, =z, + ¢ h], k=1,...,n.

Satisfying these (n 4 1) conditions allows calculating (n 4 1) coefficients of
the expansion of the sought polynomial p of the degree n.

Thus, the collocation methods are actually implicit Runge-Kutta meth-
ods [8].

It is important to note that to solve the approximation problem, it is not
necessary to try solving Eq. (1) with simultaneous satisfaction of both the
initial condition and the differential equation at the collocation points. In
some cases, a fast and stable result can be achieved in two stages. First, to find
those coefficients of the sought solution expansion that satisfy the differential
equation at the collocation points. Then, to determine the deficient coefficients
of the sought function expansion using the initial (final or intermediate) value.

3. Approximation of derivative. Cauchy problem

First, consider the problem of determining (recovering) a function from
its derivative and some (one) additional condition. In this formulation, the
problem naturally splits into two sub-problems:

— polynomial interpolation of the derivative (calculating the coefficients of
the expansion of the derivative into a finite series in basis functions) and
— calculation of the coefficients of the required function by the initial
(boundary, etc.) condition and the coefficients of the derivative expansion.

Without loss of generality, we assume that the domain of definition of the
solution is the interval [—1,1].
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Most often, the approximation of continuous functions is obtained by
discarding the terms of the Chebyshev series, the magnitude of which is
small [9], [10]. In contrast to the approximations obtained using other power
series, the approximation in Chebyshev polynomials (having the property of
being almost optimal) minimizes the number of terms required to approximate
a function by polynomials with a given accuracy. This is also related to the
property that the approximation based on the Chebyshev series turns out to
be close to the best uniform approximation (among polynomials of the same
degree), but easier to find. In addition, it allows avoiding the Gibbs effect
with a reasonable choice of interpolation points.

Let us consider in more detail the problem of finding the derivative of
the desired function, or rather the approximating polynomial p(z), satisfy-
ing condition (1) at a given number of points in the interval [—1,1]. The
pseudospectral (collocation) method [11] for solving the problem consists in
representing the desired approximating function in the form of an expansion
in a finite series in Chebyshev polynomials

n

p(z) = Z e Ty(x), z€[-1,1] (3)

k=0
using the basis of Chebyshev polynomials of the first kind {7}, (z)} " | defined

k=0
in the Hilbert space of functions on the segment [—1, 1].

Let us differentiate the function (3). The derivative is expressed as

@)= - (Z ckTm) =Y @) = Y b L), w e (1] ()
k=0

k=0 k=0

Using the recurrence relations, which are satisfied by the Chebyshev poly-
nomials of the first kind and their derivatives [3], [12] and equating the
coefficients at the same polynomials in (4), we come [3]| to the following
dependence of the coefficients c;, on b,

0 —1/2 0

1 0 0 by ¢
0 1/4 0 —1/4 0 0 b, ¢y
0 0 1/6 0 0 0 by e
0 0 0 1/8 0 0 < by | =] e (5)
o0 0 0 L s
2(n — 1) bn—2 Cn—1
oo 0o 0o .. 0 1enl ead Led
That is, the vector calculation of the coefficients {c,cs,...,¢c,} is the

result of multiplying a simple tridiagonal matrix by a vector and it can be
implemented by the following explicit formulas
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Clzbo_b2/2, kzl,
Ck = (bk—l —bk+1>/2k, k > 1, k <n— 1, (6)
Ck:bk—l/2k7 k:n—l,n

Thus, known the expansion coefficients b, of the function f(z) of problem (1)
in Chebyshev polynomials of the first kind, we can recover the last /N expansion
coefficients of the sought function in the same basis functions by formulas
(2.1.3) from [3].

Therefore, the first part of the problem is to calculate the coefficients
{bg,b1,...,b,} of the representation of the right—hand side of (1) on the
interval [—1,1]

”2 b Ty, () = f(x).
k=0

The collocation method consists in the selection of such coefficients
{bg, b1, ..., b, } of the expansion of the interpolation polynomial p’(x) that
the following equalities are satisfied for the desired coefficients b, k =
0,1,...,n—1.

n—1
Zkak (xj):f(:z:j), j=0,...,n—1 (7)
k=0

at the collocation points {x,z;, ..., 2, }.

The last statement is equivalent to the fact that the coefficients b,, k =
0,...,n must be a solution to the system of linear algebraic equations (7) of
the collocation method. In matrix form, this can be written as

Th=f. (8)

The choice of collocation points should ensure the nondegeneracy of the
system of Eqs. (7); for this it is sufficient that all grid points are different, and
otherwise their choice is arbitrary, that is, the solution of system (7) on an
arbitrary grid of the interval [—1, 1] determines the required approximation.
For an arbitrary grid, the matrix T'is completely filled and the solution of such
a system is rather laborious. To simplify the form of the matrix and speed
up the search for the vector b, we use the discrete orthogonality property
of the Chebyshev matrix T on the Gauss-Lobatto grid. Consider the set
x; = cos(j/n), j = 0,...,n as collocation points. To further improve the
properties of the system of linear equations, the solution of which will be
the vector {by, by, ..., b, }, we multiply the first and last equations (7) by the

factor 1/ V2. We obtain an equivalent ‘modified’ system with a new matrix

T (instead of T) and a vector f instead of f. The good thing about the new
system is that it has the property of discrete ‘orthogonality’ and multiplying

it on the left by the transposed T gives a diagonal matrix:
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n 0 0

0 n/2 0
T"r'=10 0 n/2

0 O 0 n |

We transform system (8), multiplying it on the left by the transposed
matrix 77. As a result, we obtain a simple matrix equation with a diagonal

matrix to determine the required expansion coefficients {b, by, ...

.0, }:

n 0 0 0] [b] o/ V2]

0 n/2 0 0f b fi

0 0 n/2 0 |by| =T | f, (9)
0 0 o | bn | fn/\/§

~ o~ ~ ~\T ~
Denoting by (fo, fiseeos fr1s fn> the product of matrix 77 by vector

(fo/\/§, Fisees frots fn/\/§>T in the right-hand side of equation (9), we write

down the required expansion coefficients of the derivative of the solution —
the function f(x) — in the explicit form

- f()
by = 22
0 n?
2/,
b = L
1 nv
<b—2~2 (10)
2 nv
b, = .
~ n

Consequently, relations (10), (6) uniquely determine the last n coefficients
{¢1,¢q, ..., ¢, } of the expansion of the sought function p(z), and to determine
one more coefficient ¢, it is necessary to involve at least one more additional
condition. This can be both a boundary condition at the left or right end of
the interval of consideration of a function, or a condition for the passage of
the desired function through any given point within the interval of specifying
the function.

That is, the considered method makes it possible to solve, depending on
the type of the additional condition, both the Cauchy problem with initial
conditions and problems with boundary conditions of a general form, requiring,
for example, the use of the iterative shooting method [4].
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In the case when the boundary condition is specified at the left end of the
integration interval, the zero coefficient is determined from the equation

Co t chTk<_1) = Yo (11)
k=1

by the formula (taking into account that T}, (—1) = (—1)¥) for any Chebyshev

polynomial

o = Yo — chTk(_l) =Y — cp(—1)%. (12)
k=1 k=1
If the additional ‘boundary’ condition is specified at an arbitrary point
of the integration interval, y, = y (z,), x,€[—1, 1], then the coefficient ¢, is
determined by the formula

3

n

Co =Y — Z Ty () - (13)

k=1

At the right—hand end of the integration interval y, = y(1), ,. = 1, the
Chebyshev polynomials of any order take the value equal to 1 (T,(1) = 1).
Therefore, the coefficient ¢ is determined by the formula

n n

Co =Yr — ZCka (z,) =y, — 201« (14)

k=1 k=1

4. Examples with simplest differential equations

Reconstructing a function from its derivative and a boundary condition.
Comparison with the Runge-Kutta—Fehlberg method [13]

L= f@), ul0) = vy, w€lob]

Let us compare the solutions obtained by the Runge-Kutta method (sub-
routine RKF45) and the solutions obtained as previously described.
Let us specify a grid in the interval [a, b], calculated by the formula

_b—acos( J > b+a
iT 9 N—1 2

and related to the chosen Gauss—Lobatto grid in the interval [—1,1]. The
number of grid points equals N, i.e., to recover the function from the given
derivative and additional condition by our method, only NN calculations of
the function (the right—-hand side) are needed, and the recalculation of these
values into the expansion coefficients in Chebyshev polynomials will require
only 2N divisions and 2N additions.

To solve the Cauchy problem by the Runge-Kutta—Fehlberg method, we
applied the RKF45 algorithm on each subinterval of the grid calculated above
on [a,b].

x i=0,1,..,N—1,
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Algorithms are compared when looking for a solution to the simplest
problem
— = cos(x), 0)=0, z¢&|-—mmn|.

Y cos(z), (o) [, 7]

The calculation carried out by the Runge-Kutta method with automatic
control of accuracy (not worse than 107?) required about 800 calculations of
the function values over the entire interval.

For the two—stage method of separation of unknowns, the results of the
deviation of the calculated values from the exact ones at the grid points are
given in the table 1.

Table 1
Deviation of the calculated values from the exact ones

Number of grid points 11 13 15 30
Maximum deviation <4-1007 | <5107 | <2108 | <1071

Consider a few more model examples of solving the Cauchy problem, i.e.,
recovering functions from given derivatives and an initial condition. Functions
from [14], in which the accuracy of calculating derivatives with the help
of Chebyshev matrices of differentiation in physical space, were studied as
model ones. The selected examples systematically illustrate the accuracy of
calculating derivatives as a function of the number of approximation points
(see the figure 1).

Four functions characterized by different smoothness are considered: |z°|,
exp(—z~2), 1/(1 4+ 2?), and x'°. The first function has the third derivative
of bounded variation, the second function is smooth, but not analytical, the
third one is analytical in the vicinity of [—1, 1], and the fourth function is
a polynomial. The accuracy of solutions obtained by us is by 1.5-3 orders of
magnitude better than Trefethen’s solutions [14] when using a similar number
of collocation points.

’|

5. Discussion and conclusion

There are methods based mainly on the local approximation of the solution,
which primarily use the initial approximation (boundary conditions) when
solving differential equations. These are methods like Euler, Runge-Kutta
method, etc. Other methods based on the approximation of the solution
using global functions [global collocation methods — Mason, Boyd, Fornberg,
Iserles, Townsend| are based on the construction of such systems of equations
that simultaneously include both initial (boundary) conditions and conditions
specifying the behavior of the derivatives of the desired solution.

In our study (within the framework of the pseudospectral collocation
method), the problem is divided into two independent subproblems. The first
is to select a set of solutions that satisfies the differential equation. However,
it does not necessarily satisfy the initial (boundary) conditions. The choice
of suitable bases for representing the solution in the form of an expansion
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Figure 1. The accuracy of derivative recovering for four functions with increasing
smoothness depending on the number of approximation points

in polynomials, e.g., Jacobi ones, and grids taking into account the discrete
orthogonality of the considered bases, makes it possible to use highly efficient
algorithms.

Perhaps, the most promising from the point of view of the application of
numerical methods is the use of a particular case of Jacobi polynomials —
Chebyshev polynomials, as specific basis functions [15]. The Chebyshev poly-
nomials provide an almost optimal approximation of the ODE solution, the
ease of calculating the Gauss—Lobatto grid for using the discrete orthogonal-
ity condition, and three-term relations determining the ease of constructing
differentiation and integration matrices of the sought solutions [16].

The initial (boundary) conditions are considered at the second stage of
solving the original problem, which is actually reduced to solving a linear
equation with one unknown coeflicient.

The solution of the first problem is reduced to multiplying the matrix of
values of the Chebyshev functions on the Gauss—Lobatto grid by the vector of
values of the function that defines the right-hand side of the original differential
equation to determine the expansion coefficients of the solution derivative.
Further, the multiplication of the two-diagonal integration matrix [3] by the
vector of coefficients yields all the coefficients of the desired solution, except for
the first one. At the second stage, the use of the initial (boundary) condition
makes it possible to determine the first coefficient of the solution expansion.
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The approach based on dividing the problem of solving first—order ODEs
into two subproblems seems to be very promising. The authors will continue
to develop approaches and algorithms for the application of the multistage
pseudospectral method for solving initial and boundary value problems with
differential equations of higher orders.
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MHoroctaguiiHbIil ICEBAOCHEKTPAIBbHBIN MeTox (MeTos
KOJIJIOKaIuii) NpubInN>KeHHOT'0 peIlieHns 0ObIKHOBEHHOTO
anddepeHInaIbHOTO YPABHEHUS TI€PBOT0 MOPsI/IKA

K. II. JIoBenkuii', JI. C. Kyas6os"?, Amu Yagneit Xuccen!

L Poccutickuti yrueepcumem dpyorcvs napodos,
ya. Muxayzo-Maxaas, 0. 6, Mockea, 117198, Poccus
2 O6sedunénmviti uncmumym A0eprus uccaedosanu,
ya. 2Koauo-Kropu, 0. 6, Tyorna, Mockosckas oba., 141980, Poccus

Annoranus. PaccMOTpeH KaaccudecKuil CeBIOCIEKTPAIbHBIN METO, KOJIJIOKAIIAH,
OCHOBAHHBIN Ha PA3JIOKEHUHU PeIeHusd 1Mo 0a3ucy mu3 moanHoMoB Uebbimesa. Ho-
BBI# 1MOAX0M K (POPMUPOBAHUIO CUCTEM JIMHEHHBIX AJred0pandecKuX ypaBHEHUN s
peltiennsi OOBIKHOBEHHBIX i DEPEeHINAIbHBIX YPABHEHUH ¢ TIepeMEeHHBIMU KO3 dhu-
[[MEHTAMU U C HAYAJIbHBIMA (¥ /NI TPAHNIHBIMU) YCIOBUSIMU [TO3BOJISIET 3HAYUTEIHHO
YOPOCTUTH CTPYKTYPY MAaTPHIl, IPUBOS €€ K JuaroHayjbHoil hopme. Pemenne cucre-
MBI CBOJUTCS K YMHOYKEHUIO MATPHUIIBI 3HAUECHUH TOJIMHOMOB eObIiieBa Ha BBIOpaAHHO
CeTKe KOJJIOKAIINY Ha BEKTOD 3HaUYeHUH (DYHKINY, OTTUCHIBAIONIEH 38 JAHHY IO TPOU3BO/I-
HYTO0 B TOUKax Kojutokaruu. Ciieyroriee 3a 9Toi oneparueil yMHOXKEHHE IOy IeHHOTO
BEKTOpA HA JIBYX/IMATOHAJIHHYIO CIIEKTPAJIHHYI0 KOOPATHYIO» IO OTHOIIEHUIO K MATPH-
e mudpdepeniupoBanus UebpieBa NIPUBOIUT K MOJIYUIEHUIO BCeX KOIDDUIIMEHTOB
Pa3JI0YKeHsI ICKOMOT'O PEIeHUsI 38 UCKIIUEHNEM IIEPBOro. DTOT MEPBbIi K03 du-
[MEHT OIPE/IE/IAETCA HAa BTOPOM dTAlle MCXO/S W3 3aaHHOIO HAYATIHHOTrO (U/miu
rPaHUYHOrO) ycsioBus. HoBuU3HA MOJIX0/Ia 3aK/II0IAETCS B TOM, 9TOObI CHAYAJIa BbI-
JIEJTTH KJIacC (MHOXKECTBO) (DYHKIWIA, YIOBJIETBOPSIOMUX TuddepeHmaaTbHOMy
YPaBHEHUIO, C IIOMOIIBIO YCTOWYIUBOIO U MPOCTOTO C BBIYUCIUTEILHON TOUKH 3pe-
HUSI METOa WHTEPIOANHN (KOJUIOKAIMN ) TPOM3BOHON Oy IyIIero perieHns. 3arem
paccunTarh Ko3hhUIUEHTHI (KpOMe IIEPBOro) Pa3/IoKeHUs OyIyIIero PeIeHus 1o
BBIYUCICHHBIM KO3 PUIMEHTaAM PA3/IOXKEHUsT TTPOU3BOIHON C TOMOIIHI0 MATPHUITHI WH-
TerpupoBanusd. Y Juib 1ocsie 3TOro BbIIEIATH U3 ITOI'O0 MHOXKECTBA PEIIeHUi Te,
KOTODPBIE COOTBETCTBYIOT 3aJaHHBIM HAYAJIBbHBIM yCJIOBUSIM.

KiroueBble ciioBa: HavYaJIbHBbIE 337[a9M, METOJ, ICEBIOCTEKTPAIBHBIX KOJIJIOKAIINM,
MHuOrouwIeHbl JebbimeBa, muoxkectsa l'aycca—JlobaTTo, ducienHas ycTORIUBOCTD



