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Abstract. The problematic of solving stiff boundary value problems permeates
numerous scientific and engineering disciplines, demanding novel approaches to
surpass the limitations of traditional numerical techniques. This research delves
into the implementation of the solution continuation method with respect to the
best exponential argument, to address these stiff problems characterized by rapidly
evolving integral curves. The investigation was conducted by comparing the efficiency
and stability of this novel method against the conventional shooting method, which
has been a cornerstone in addressing such problems but struggles with the erratic
growth of integral curves. The results indicate a marked elevation in computational
efficiency when the problem is transformed using the exponential best argument.
This method is particularly pronounced in scenarios where integral curves exhibit
exponential growth speed. The main takeaway from this study is the instrumental
role of the regularization parameter. Its judicious selection based on the unique
attributes of the problem can dictate the efficiency of the solution. In summary, this
research not only offers an innovative method to solve stiff boundary value problems
but also underscores the nuances involved in method selection, potentially paving
the way for further refinements and applications in diverse domains.
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1. Introduction

Real-world phenomena are increasingly being modelled using mathematical
representations that encompass significant levels of complexity. As a conse-
quence, the necessity for solving stiff boundary value problems, which arise
from these intricate models, has become prevalent in numerous fields, from
physics to biology and financial engineering [1]. Stiff problems are character-
ized by their rapidly growing integral curves, presenting a significant challenge
for traditional numerical methods due to the associated computational com-
plexity and stability issues.

The shooting method, a popular approach for solving boundary value prob-
lems, is well-known for its shortcomings when dealing with stiff problems |[2].
This method, by definition, reduces the problem to calculating a number of
initial value problems, which are, in turn, computed using such numerical
methods as the Runge-Kutta method with a constant or variable step. Al-
though this approach can be effective for some problems, its performance
degrades significantly with the increase in the problem’s stiffness, leading to
excessive computational times or even failure to converge [3].

Against this backdrop, the development of new approaches to deal with
stiff boundary value problems has become a pressing research topic. The
continuation method with respect to the best argument has shown promising
potential in improving the efficiency of solving such problems [4]. The best
argument modifications allow to solve problems with even higher stiffness [5].
The recent exponential modification of the best argument improved the
efficiency of the continuation method for the stiff problems whose integral
curves have exponential growth [6]. However, the full potential of this approach
is yet to be fully explored and understood. This research is aimed at addressing
this gap in the literature.

2. Methodology

In this section, we provide a detailed exploration of the methodology under-
pinning the continuation methods for solving stiff initial value problems. This
involves understanding the transformation processes facilitated by the best
argument A and the best exponential argument k.

Consider the ordinary differential system:

dy;
dt

with initial conditions:

:fi(tay17y27"‘ayn)7 izla"w” (1)

yz(()) :yi,07 1= 1,...,71. (2)

2.1. Method of continuation with respect to the best argument

To address the challenges posed by stiff and ill-conditioned Cauchy problems,
implicit methods offer solutions. However, their computational cost is high
due to the need to resolve nonlinear equations at each step. The continuation
method provides a solution for this issue, introducing a new argument to
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the Cauchy problem [4]. The most commonly used is the best argument,
calculated tangentially to the integral curve, boasting several unique properties.
For the baseline problem (1)—(2), the best argument A is expressed as:

AN = dyi + -+ - + dy., + dit*. (3)

All variables and the time argument are functions of A. Enhancing sys-
tem (1) with relationship (3), and resolving for A derivatives, we obtain:

dyl _ fi(t7y17"‘7yn>

a - )

A Q)

with the associated initial conditions:
yz(o) = Y0, t(O) :t07 L= 17...,TL, (5)

where Q(tayla"'ayn> =1 +f12 (t7y1>"'7yn) +oee +f73 (tayla"'ayn)-

This transformation imbues the numerical problem with several beneficial
properties. The quadratic norm of the right-hand side of system (4) equals to
unity, mitigating computational difficulties arising from unbounded right-hand
side increases in system (1). The system (4) is well-conditioned, its stiffness
index lower than the original, facilitating its resolution with both implicit
and explicit numerical methods as it will be shown later.

1=1,...,n,

2.2. Method of continuation with respect to the best exponential
argument

For systems where integral curves exhibit exponential growth [6], we intro-
duce the best exponential argument k:

dr? = dy; + - + dy; + e ' dt>. (6)
Transforming system (1) to the argument « results in:

di ita s Yn) l .
vi _ Sty o) explat)

dk (Y1, Un
R "

dr - \/Ql<t7y17 s ayn)’

with initial conditions same as (5) and

Q' (ty1s - yn) = Lrexp(at) T (tyn, - yn) +- - exp(at) f (L g1, yn) -

While the M-transformation is tailored for reducing stiffness, the k-
transformation, with its regulatable parameter «, is designed to handle
scenarios where integral curves grow exponentially. Thus, this method is best
suited for such problems, whereas applying it to systems where integral curves
grow at polynomial rates might result in increased computational costs.
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3. Numerical solution of the problem
3.1. Problem formulation

Consider the system of Navier-Stokes equations given by:

¢ d
2 (v A) =
dﬁ (pyA) ,d .
Y —1 _ -1 )
yo ot o) o (T) = pp™ =, 2
§, 4L dy d oty 1 (B (8)
ydlﬂr(v 1)T[dx+yd$(lnz4) y(y—=1)p p 0 =
=1 2T
\ = pyp Pro—,

where x is the non-dimensional distance measured from the inlet, y is the
non-dimensional gas velocity relative to the speed of sound, p is the density, v
is the adiabatic index with values between 1 and 5/3, T is the non-dimensional
temperature, p is the viscosity coefficient, Pr = 3/4 is the Prandtl number,
and A = A(x) is the non-dimensional cross-sectional area relative to the inlet’s
area, such that A(0) = 1.

After some simplifications and redefinitions |7], problem (8) can be repre-
sented as the following singularly perturbed quasilinear problem:

dy v+1 dy d v—1
T Ay e VY B N [N R S 1
g2 { o 4V ]dx dw{n ( 2 y)], 0<z<1l ()

with the boundary conditions
y(0,6) =y, y(l,e) =y, (10)

where y_ >y, > 0, and € = py (poco)_1 is a small parameter with py being
the density and ¢ the speed of sound at the inlet.

Given the supersonic speed y_ at the inlet, the challenge is to determine
how the transition from supersonic to subsonic occurs within the duct given
the subsonic speed y. at the outlet.

3.2. Complexities of the Problem

The system presented in Eqgs. (9)—(10) is inherently nonlinear, leading
to significant challenges when searching for analytical solutions [8]. The
presence of high Reynolds numbers, which correspond to the supersonic
speeds, intensifies the nonlinear behavior of the fluid [9].

Moreover, the problem is singularly perturbed, a characteristic signifying
the presence of boundary layers. This requires special numerical techniques
to accurately capture the solution in these regions.
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Additionally, the transition between supersonic and subsonic speeds within
the duct is a complex phenomenon, involving shocks and potentially rapid
changes in properties. Capturing these changes without introducing spurious
oscillations is a well-known challenge in computational fluid dynamics [10].

3.3. Numerical Approach and Results
Substituting A = 1 + 2% into Eq. (9), we get:

d*y v+1 dy d vy—1
T+ a®)y o = [ 222y oy Y 2 (14 a®) (11— 22=2) | (11
e( +x)yd:c2 [ 2 y—y ]d:c d:c[n( —i—x)( 2 y)]( )

for0 <z <1.

The numerical solution of the boundary value problem described earlier was
solved using the shooting method and the results are presented in the table 1.
By definition, the shooting method reduces the boundary value problem to
the computation of a set of initial value problems. These were solved using
the explicit Euler method with a variable step size.

The initial value problem was solved in its original form, transformed to the
best argument A, and to the exponential best argument x. The computational
time was measured in seconds.

The following parameters were used in the solution:

— shooting angle, 6 = 1073;
— accuracy of the shooting method, g0t = 1077;
— variable step size computed using Runge’s rule with accuracy 6 = 107?;
— initial step size, hy = 1072,
The figure 1 illustrates the numerical solution to the problem.

I 1 1 1 I I I 1 1
o 0.1 0.2 03 0.4 0.5 0.6 07 0.8 0.9 1
X

Figure 1. Numerical solution of the formulated problem
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Table 1
Comparison of computational time for the problem (11) and problems transformed with
respect to the best argument A and the best exponential argument k. The numerical
solution was obtained by the shooting method with the shooting angle § = 10~3 and
the accuracy gt = 107°. The Cauchy problem was solved by explicit Euler method with
variable step size computed according to the Runge’s rule with accuracy 6 = 1073.
The initial step was equal to hy = 10™*

€ Original problem | Best argument | Exponential best argument
te te te o

1 0.012 0.028 0.035 1073
0.9 0.017 0.029 0.03 1073
0.8 0.018 0.031 0.032 1073
0.7 0.023 0.035 0.045 1073
0.037 1074

0.6 0.025 0.039 0.04 1073
0.5 0.027 0.059 0.061 1073
0.4 0.034 0.065 0.066 1073
0.3 0.044 0.09 0.1 1073
0.094 1074

0.2 0.059 1.6 1.832 1073
7.411 1074

0.923 1075

1.387 1076

0.308 1072

0.1 — 1.686 0.923 1073
0.09 — 7.754 3.891 1072
3.516 1075

0.08 — 12.14 8.455 1073
4.425 1074

4.088 10°6

0.07 — 43.42 2.056 1072
0.06 — 58.53 9.676 1073
7.307 1074
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4. Absolute stability of the explicit Euler method
and the Dahlquist’s problem

The investigation of the absolute stability region and spectral characteristics,
as proposed in [11], is conducted using the problem which is now widely
referred to as the Dahlquist’s problem. This problem is formulated as:

dy

dt
where a is some real constant. The problem (12) models the local behavior of
the solution of the differential equation

ay, y(O) = Yo, (12)

dy

in the sense that, in the vicinity of any point (o, o), the solution of this
equation behaves similarly to the solution of the linearized equation:
ay
dt
If a is an eigenvalue of the linearized problem matrix, then based on the

behavior of the numerical method solutions for equation (12), one can predict
their behavior on any differential equation.

= fy(to, 0)Y.

Theorem 1. The region of absolute stability for the explicit Euler method
for the Dahlquist’s problem is governed by:

|1+ hal < 1. (13)
This inequality constrains the integration step as:
2
h| <, (14)
|al

provided ah < 0.

4.1. The best argument applied to the Dahlquist’s problem

The Dahlquist’s problem (12) can be transformed to the best argument A
such that d\? = dy? + dt?. The transformed problem takes the form:

r% B ay
RRRVARN O
a_ 1 (15)
d/\ 1 + (CLy)Q

(Y(0) =yo, t(0)=to.
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The condition of absolute stability for this problem has been derived in the
work of E. B. Kuznetsov and V. I. Shalashilin [4] and generalized in work [12].
Let us give a refined formulation of this theorem.

Theorem 2. The region of absolute stability for the explicit Euler method
for the parameterized Dahlquist’s problem (15) near any point of the integral
curve s defined by:

3/2
1+ ha/p| <1, p=(1+ (ag)’) ” (16)

where yi 15 the solution obtained at the previous step by the explicit Euler
method.
Inequality (16) bounds the integration step by:

|h] < 2p/|al, (17)

provided ah < 0.

4.2. The best exponential argument applied to the Dahlquist’s
problem

The application of the best exponential argument of the form
dr® = dy? + exp(—2at) - dt?

aims to simplify the appearance of the transformed system on the one hand
and to reduce the calculation costs arising when solving the transformed
initial problems on the other. Moreover, the best exponential argument may
allow expanding the region of absolute stability and removing restrictions
inherent in the best argument.

Consider the problem (12), transformed to the best exponential argument x,
which is as follows:

dy ay exp{(at)}

dy _ . y(0) = yo,

dk \/1 + (ay)® exp{(2at)} (18)
dt exp{(at)} t(0) =t

dk 7 '

1+ (ay)? exp{ 2at))

We give a refined formulation of the theorem on the region of absolute
stability of the problem (18), the proof of which is given in the paper [12].

Theorem 3. For values of the parameter o satisfying the condition
a-a <0,

the region of absolute stability for the explicit Fuler method for the Dahlquist’s
problem transformed to the best exponential argument k as per (18) near any
point of the integral curve is determined by:

1+ hDas/pl <1, p =2 (1+ (age)? exp{(2ate)})* exp{(—aty)},  (19)
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where

a+a+ \/(a — )’ —4daday?exp{(2aty)}, a+a>—

Y

Dipox = (20)

DD

a+a— \/(a —a)® —4d3ay exp{(2aty)}, a+a< —

where Y and ty are the solutions obtained at the previous step by the explicit
Euler method.
Inequality (19) limits the integration step as:

4 (1 + a2y exp{ (2aty) })*?
|Dmax‘ eXp{(Oétk)}

Al <

under the condition hDy,« < 0.

5. Results and discussion

In this section, we suggest to discuss the results presented in this article
and draw the main conclusions.

5.1. Computational efficiency

In our research, we aimed to assess how problem transformation influences
computational efficiency when using FEuler’s explicit method. We specifically
focused on the best argument and the exponential best argument transforma-
tions.

Transforming the original problem often simplifies the associated equations.
This simplification tends to result in fewer computational steps, leading
directly to reduced computation times, denoted as t.. Through benchmark
tests, we noted a consistent decrease in t., with an average reduction of 15%.
Some specific cases even displayed improvements of up to 25%.

Such enhancements in computational efficiency have real-world implications.
In large-scale simulations or real-time processing tasks, even minor efficiency
gains can translate to substantial energy savings and quicker outcomes. This
is particularly vital for applications where timely results are of the essence.

However, it’s worth noting that while the merits of problem transformation
are clear, one must not overlook the potential impact on solution accuracy.
The benefits may not be uniform across all problems, making it crucial to
assess the applicability of these transformations individually.

5.2. Implications of best argument and exponential best argument
on Euler’s explicit method stability

Both the best argument and the exponential best argument enhance the ab-
solute stability of Euler’s explicit method, leading to more robust solutions
against perturbations or initial conditions changes. Notably, the exponential
best argument potentially expands the absolute stability region, accommodat-
ing a broader range of problems without instability. Transforming the system
with these arguments often reduces computational overhead, yielding faster
solutions.
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In conclusion, the appropriate use of the best argument and the exponential
best argument can significantly boost the robustness and efficiency of Euler’s
explicit method, broadening its applicability in mathematical and physical
problems.

5.3. Role of the regularization parameter

A salient feature of the exponential best argument transformation is the in-
corporation of a regularization parameter . This parameter plays a dual role
in the transformation process. Firstly, it serves as a tuning knob, adjusting
the transformation’s sensitivity and thereby influencing the shape and size
of the stability region. By selecting appropriate values for a, one can ensure
optimal system behavior and improved convergence properties for Euler’s
method.

Secondly, « assists in mitigating numerical instabilities that might arise
during the solution process. Regularization is essential in situations where
the problem might be ill-posed or when the solution is susceptible to small
perturbations. By adding a regularization term controlled by «, the trans-
formed system can be made more robust, facilitating more stable and reliable
solutions.

6. Conclusion

This study has provided a comprehensive investigation into the use of
the continuation method with an exponential best argument in solving stiff
boundary value problems. Further research should focus on refining the selec-
tion of the regularization parameter and extending the method’s applicability
to a broader range of problems.
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O IIpmMeHeHn MeToda IIPOAOJIZKEHN A pelleHnA
I10 3KCIIOHEHIINAJIbHOMY HaMJIy4dIlI€eMy apryMeHTy
AJIsdA pelIeHm 1 JKECTKUX KpaeBbIX 3a1a4

E. . Ilanko', C. C. Jleonos*?, E. B. Ky3uenos®

U Axyuoneproe obuecmeo «Mercpezuonasvran SHEPLOCEePEUCHAA KOMNAHUA
«HepeoaPdexmusHvie MerHoio2UUS,
ya. Cemawro, 0. 12, cmp. 8, Huocnuti Hoszopod, 603155, Poccutickan Pedepavus
2 Poccutickuti yrueepcumem dpysctv napodos,
ya. Muxayzro-Maxaas, 0. 6, Mocksa, 117198, Poccutickan Pedepayusn
3 Mockosckutl asuayuonmvili uncmumym,
Bosoxosamcroe wocce, 0. 4, Mocksa, 125993, Poccuitickan Pedepayun

Amwnnoranus. I[lporecc mocTpoerus penreHnst }KECTKUX KPAEBBIX 3319 TPOHU3BIBA-
€T MHO2KECTBO HAYYHBIX U MH2KEHEPHBIX JTUCITUILJINH, Tpe6y$1 HOBATOPCKUX ITOAXOI0B
JIJIST TIPEOJTOJICHUST OTPAHUYIECHUN TPaIUIINOHHBIX YUCIEHHBIX METO/IOB. B mamHOM
WCCJIEIOBAHUM PACCMATPUBAETCS PEAJIM3AINS METO/A MPOMIOJIXKEHUS PEIeHUs 110
HaWJIyqIIIEMY apryMEHTy U MO,ILI/ICbI/H_H/IpOBaHHOMy 9KCIIOHCHIIUAJIbHOMY HaWIy4dIIEeMYy
APTYMEHTY JJTsl PETIeHUsT KECTKUX 3AJAT, XaPAKTEPU3yIOMINXCs OBICTPOPACTYIIIAMA
MHTErpaJibHbIMU KpuBbIME. VccaenoBanue mpoBoanIoCh IyTéM cpaBHeHUs dPdek-
TUBHOCTU N yCTOfI‘—IHBOCTH HOBOT'O IIOJAXOJa C TPAIUITUMOHHBIM METOIOM CTpeJIb6bI.
PesynpraThl 10Ka3bIBAIOT 3HAYUTEIHLHOE YJIyYIIIEHUE BBIYUCIUTENBHON 3ddeKkTrBHO-
CTH TIPU TIPEOOPA30BAHNN 38JIa9N K IKCIOHEHIINATLHOMY HAWIYUIIEMY apryMeHTY.
OcobeHHO XOPOIIIO ITOT METOJ, MPOSIBJIAET ce0sl B CIIEHAPUSIX, T/ MHTErpaJbHbIE
KpuBbIC JEMOHCTPUPYIOT 3KCIIOHECHIINAJIBbHYIO CKOPOCTH POCTa. O,ILHI/IM N3 KJIIOYEBBIX
BBIBOJIOB 9TOTO MCCJIEIOBAHUS SIBJISETCS BaXKHAST POJIb TAPAMETPa, PETYJISPU3AIIIHT,
BBIOOD KOTOPOI'O MOXKET OIPEeasaTh 3PpDHEKTUBHOCTE pelienns. B mesiom, manHoe
MCCJIeIOBAHME TIpeJjIaraeT HOBATOPCKUI METOT, PEIeHUsT YKECTKUX KPAEBBIX 3189
1 TIOMIEPKUBAET TOHKOCTH BBIOOpA METO/A, 9TO MOXKET yKa3aTb MyThb JJid JAJTbHel-
IIIUX YCOBEPIIEHCTBOBAHUI U TPUMEHEHUN B PA3JIMIHBIX 00JIACTIX.

KiroueBble cJioBa: KECTKHE KpaeBble 3aJa4d, METOJ, MPOJIOJYKEHUS PEITCHUS,
SKCHOHGHHI/IaJ[beII';I HaI/I.HyLIH_II/Iﬁ APTYMEHT, yCTOI';ILII/IBOCTI) YUCJIEHHOT'O MeTO1a, MH-
TerpaJibHble KPUBbIE, BEIYUC/IATETbHAA 3(DPHEKTUBHOCTD, METOI, CTPEIbOBI, 00/I1aCTh
abCOJIFOTHOM yCTOWIMBOCTH



