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Abstract. This article proposes an algorithm for solving the problem of extracting
information from biomedical patents and scientific publications. The introduced
algorithm is based on machine learning methods. Experiments were carried out on
patents from the USPTO database. Experiments have shown that the best extraction
quality was achieved by a model based on BioBERT.
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1. Introduction

Every year the number of biomedical patents and scientific publications in-
creases significantly. Often these texts don’t contain any descriptive metadata,
and this, in turn, leads to a large amount of unstructured data. Consequently,
there is an increasing need for tools that could accurately extract the required
information from such texts.

To extract infromation from texts for further processing, both machine
learning approaches and algorithms based on regular expressions can be used.
In [1, 2|, regular expressions play a key role, and, on the contrary, in [3, 4],
achievements in the field of deep machine learning, in particular the model of
conditional random fields, are used. And in [5], a transformer-based machine
learning technique is used, which, with proper parameter settings, can extract
biomedical data quite well.

Although tools have been created for analyzing and interacting with un-
structured data, these solutions are often based on rules that are applicable
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to the specific data being processed. In this paper, we propose a solution to
the problem of extracting biomedical information from patents using regu-
lar expressions. Thus, the resulting structured information can be used to
train complex neural network models that will allow us to correctly extract
information from a larger number of texts.

2. Related work

There aren’t many solutions that solve the problem. Often, existing algo-
rithms are designed to solve a large range of problems, so they they do not
give sufficiently high results when solving the task of extracting definitions
from biomedical patents and scientific publications.

For example, Jinhyuk Lee and his colleagues presented BioBERT (Bidi-
rectional Encoder Representations from Transformers for Biomedical Text
Mining) [5], a transformer language model [6] developed for automatic pro-
cessing of the language of the biomedical field, which is pre-trained on large
biomedical texts. This model can extract biomedical named entities, biomed-
ical relationships in the text, and can also provide answers to biomedical
questions. BioBERT is initialized with the values of weight functions that
were obtained for BERT [7] (this model was previously trained on texts
from the English Wiki and BooksCorpus), after which BioBERT was fur-
ther trained on biomedical texts (this includes annotations from PubMed and
full-text PMC articles).

The article [3]| presents a different approach to solving NLP problems in
the field of biomedicine. CLAMP (Clinical Language Annotation, Modeling,
and Processing) uses both machine learning-based and rule-based methods to
extract information. This toolkit allows you to extract named entities, split
text into tokens, and much more. In their program, the authors use 3 types
of tokenizers (to choose from):

1) OpenNLP tokenizer 8] based on machine learning;
2) tokenizer based on the separation of words by specified characters;
3) a rule-based tokenizer with various configuration parameters.

And for the task of extracting named entities, the authors suggest using;:

1) conditional random fields algorithm (CRF) [9];

2) an algorithm based on a dictionary with a large amount of biomedical
vocabulary collected from various resources, such as UMLS;

3) a regular expression-based algorithm for objects with common patterns.

OSCAR4 (Open-Source Chemistry Analysis Routines) [2] is an open system
for automatic extraction of chemical terms from scientific articles. The basis
of this work is the identification of chemicals based on regular expressions
and identification based on a dictionary of predefined words. But to identify
complex chemical compounds (which consist of several tokens), the Markov
model of maximum entropy is used.

Also, there is a work [1] where the authors use morphology to extract
biomedical words. The chemical object recognition system consists of two sub-
systems. The first extracts chemical objects and marks them in a normalized
input document using a dictionary of predefined words and a morphological



66 DCM&ACS. 2023, 31 (1) 6474

approach. The morphology-based approach identifies the various elements in
a chemical compound and combines them to create a final compound.

The second subsystem extracts additional chemical elements and distributes
all recognized objects into classes of compounds and has such capabilities as
decoding abbreviations and correcting spelling errors. In order to determine
whether a certain entity is “chemical”, the authors collected statistical infor-
mation for each individual object. This information is used as the last stage
of the extraction of named entities and is intended for the classification of
the extracted object (either the object is chemical or not). These methods
extract information from biomedical texts in general — they aren’t aimed at
extracting Markush structures [10] (see figure 1).
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Figure 1. An example of a Markush structure, taken from US Patent 20040171623

3. The problem statement

Data concerning various biomedical patents are publicly available in various
patent offices. Patents usually have a clear structure, which includes patent
name, abstract, description, Claims and bibliographic information (date,
patent number, authors).

The section we are interested in is Claims (see the figure 2), contains
a description of the chemical compounds that are claimed by the authors of
the patent. This is exactly the purpose of the legal protection provided by
the patent. The Claims section may contain within itself several subsections
that contain information on different chemical chains.

The connections presented in the Claims section can be described using
the Markush structure [10] (see the figure 1). To find patents whose Markush
structure is either the same or similar, you need to compare these structures.
Since the Markush structure is a network model, then comparing such models
directly is a very resource-intensive process. Therefore, so-called fingerprints
are often used, which reflect the information presented in the Markush
structures. But before that, you need to extract the information that is
included in such structures, which is what this work is aimed at.

The task consists in extracting chemical compounds from the Claims section
(see the table 1), names of variables (in place of which various values can
be substituted), chemical elements, formulas and InChl codes [11] (see the
figure 3) in order to transform this textual information into some structure of
formal representation.
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Claims

1. A compound of Formula (]
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RZisBrorl;
R4isH, F, CL, or Br:
represents a double or single bond;

Xand Y are independently selected from

Figure 2. An example of the data in the Claims section, taken from US Patent 20120208859

Table 1
Examples of chemical compounds
Compound Name Formula
nitrogen monoxide NO
glucose CsH,204
copper (II) sulfate CuSO,
carbon dioxide CO,
dichlorine heptoxide | Cl,0,

In the set-theoretic annotation, the problem can be formulated as follows:
there are patents and scientific publications X where each element x € X is
represented as r = z,...,x, (zq,...,z, — is a sequence of words (tokens)),
and a set of classes Y = (yq,...,¥y5) is given, where:

— v, is the Claim number;

— Y, is the variable to which we are looking for a description;
— 5 is the description of the variable;

— 9, is a link to another Claim;

— 95 is in cases if the token doesn’t match y, ..., y,.

It is necessary to construct a function F, that maps each element x € X to
the corresponding element y € Y.

The task of extracting information from texts is the search and classification
of named entities (Named Entity Recognition) represented in unstructured
text, according to predefined categories. A named entity is an n-gram in the
text for which a category (class, label) is defined.
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Figure 3. Examples of InChl codes [11]

4. Methodology

The algorithm for extracting information from texts can be divided into
the following steps:

1) compilation of a dataset;

2) input data pre-processing;

3) data vectorization and feature extraction;

4) model training for extracting the necessary information from texts.

Compilation of the dataset also includes automated token markup. Data
pre-processing includes normalization and tokenization of input data. The
scheme of the algorithm is shown in figure 4.

Data Vectorization and Model
Input data o pee- | . bomm- - Output data
pre-processing feature extraction training

Figure 4. An algorithm for extracting information from texts
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4.1. Compilation of a dataset

The data we worked with was taken from the USPTO patent database [12].
All data is initially presented in XML files that contain structured informa-
tion about patents: description, annotation, bibliographic data, and Claims.
To develop the algorithm, only the Claims section is taken from the files.
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4.2. Input data pre-processing

The first stage of data processing is the extraction of the Claims section
from the available dataset. Since such data has a similar design, the extraction
is performed using regular expressions

After extracting Claims, it is necessary to prepare the data for further work.
To do this, the following strlng normalization is performed:

1. Extra spaces at the beginning and end of lines are removed.

2. Empty lines are also removed.

3. Each line is split in such a way that they contain only one description
of variables. This is done by searching in each line of the following
construction: ...variables ...definition-verd ...definitions ...definition-end-
symbol. At the same time, the situation is considered when a description
of nested variables can be provided on the same line. For example, “Z is
OR3, wherein R3 is C1-C6 alkyl”. In this case, the string doesn’t split.

4. If there is no definition-end-symbol in the string, then the strings are
combined until the desired character is found.

5. If the line is the initial one for the Claim, but the Claim numbers are
separated by a dash, then the subsequent content is copied for each Claim
number from the given interval.

The resulting rows are then grouped by Claim. All the actions described
above to normalize strings are also performed using regular expressions.

The use of normalization will allow us to train the model on a small sample
more efficiently, and also will increase its accuracy. Grouping and splitting
the rows will simplify the subsequent markup of the data.

The next step is to assign each token a label from the possible:

— CLAIM is Claim number;

— VAR is the variable that we are looking a description for; the description
of this variable is substituted only to the last place where it was mentioned
before the meeting of this variable;

— VAR-ALL is the variable that we are looking a description for; the
description of this variable is substituted in all places where it was
mentioned;

— DEF is description of the variable;

— REF is the link to another Claim:;

— O is in case none of the above labels are assigned to the token.

The assignment of the corresponding label to tokens is carried out using
the marking tools, provided by Federal research center “Computer science
and control” of RAS. The result of these tools is data, containing the token,
its label, the line number where it was found and the unique Claim number.

4.3. Vectorization and feature extraction

Since not all classification models accept string data values as input, it is
necessary to vectorize such features. These include tokens and corresponding
labels.

If a number can be associated with each unique label, then the situation is
completely different with tokens. For each token, a vector of dimension 100 is
constructed using the Word2Vec model [13, 14] to obtain vector representations
of natural language words.
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Word2Vec was trained on the collected dataset. The training took place
for 10 epochs, with a sliding window size of 8.

To further train the machine learning model, it is necessary to combine
tokens into lists based on Claims membership, and then submit these lists to
Word2Vec as input. The result of such a model will be the mapping of each
token to its vector representation.

Some machine learning algorithms, for example, based on Conditional
Random Fields (CRF), are working better with features containing information
about neighboring tokens relative to the one under consideration.

Therefore, another way of representation the data submitted to the input of
such models is to match each token with a set of features. These features are:

— the token itself;

— the last 2-3 characters of the token;

— flag whether the token starts with a capital letter;

— flag whether the token is a number;

— flag whether the token contains only uppercase letters;

— information about neighboring tokens (a neighboring token and 3 flags,
as in the previous points).

4.4. Model training

Both classical machine learning methods (Support Vector Machine [15],
Conditional Random Fields [9]) and deep learning models (Stanford NER [16],
BERT [7], BioBERT [5]), which are already pre-trained, were used as classifi-
cation methods that would assign labels to previously unknown data based
on marked and vectorized data.

Fine-tuning a pre-trained model, such as BioBERT, BERT and Stanford
NER, was carried out on the data obtained in section 4.2 are tokens, labels,
and Claims numbers. For BioBERT and BERT, in order to prevent overfitting,
the number of epochs was chosen equal to 5 (see the figure 5).

0,35 - e training loss 0,35 - e training loss

validation loss validation loss
0,3 4 0,3
0,25 - 0,25 -
0,2 0,2
0,15 - 0,15 -
0,1 - 0,1
0,05 - 0,05 -

0 T . ‘ —r/.\ ' 0 ' . .

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Epoch Epoch

Figure 5. Epoch vs Loss graphs. Left graph is for BioBERT. Right graph is for BERT

The support vector machine (SVM) method was trained from scratch on
vectorized data, and the conditional random field method (CRF) was trained
on extracted features obtained in section 4.3.
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5. Experiments

Within this work, a series of experiments was carried out to solve the
classification problem. The experiments were conducted on 100 documents
with more than 1,700 Claims. The training sample consisted of 70 documents,
and the validation sample consisted of 30 documents.

Standard quality metrics were used to compare the results: precision, recall
and Fl-score [17]. Let’s look at them in more detail.

To begin with, let’s consider what TP, FP and FN are:

— TP is the number of tokens that the classifier has assigned the correct
labels to;

— FP is the number of tokens that have the label O, but the classifier
assigned them a different label;

— FN is the number of tokens that have a certain label (not O), but the
classifier assigned them to another group.

Accuracy is the proportion of tokens that belong to a particular class,
relative to all tokens that the classifier has assigned such a class label to. This
metric is calculated: Tp

Precision = ————. 1
recision = - (1)

Recall is the proportion of tokens that the classifier has assigned a specific

class label to, relative to all tokens that have this label. This metric is

calculated by equation:

TP
l= ——. 2
Reca TP EN (2)

F1-score is the average harmonic value of accuracy and recall. This metric
is calculated by equation:

2 * Precision * Recall B 2xTP (3)
Precision + Recall ~ 2xTP + FP+ FN’

F'1 — score =

The classification results based on test data are shown in the table 2.

Table 2
Metrics values for various classification methods
Model Name | Precision | Recall | Fl-score
SVM 0.5276 | 0.6340 | 0.5675
CRF 0.6701 | 0.6358 | 0.6378
Stanford NER | 0.7530 | 0.8488 | 0.7981
BERT 0.8437 | 0.8978 | 0.8699
BioBERT 0.8467 | 0.9012 | 0.8731

From the performed experiments, it can be seen that classical machine
learning methods show results much worse than pre-trained deep learning
models, which, in turn, classify tokens at a fairly good level.
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6. Conclusion

This article describes a method for solving the problem of extracting
information from biomedical texts for its further processing. This method
makes it possible to extract a description of chemical compounds that are
claimed by the authors of patents. The machine learning models, such as
SVM, CRF, Stanford NER, BERT and BioBERT, on which experiments were
afterwards carried out, were trained. In the future, it is planned to convert
the received data into the InChl code format and write fingerprints that
correspond to the Markush structures claimed by the patent authors. It is
also planned to conduct another series of experiments to improve the quality
of information extraction from texts.
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BJIeUeHUsT MHMOpMAIUT U3 OMOMEUITMHCKUX MMATEHTOB U HAYYHBIX ITYOJIMKAIUA.
[IpescraBiieHHBI aIrOPUTM OCHOBAH HA METOJAX MAIIMHHOIO 00ydeHusl. ABTOopamu
OBLIM TTPOBEJIEHBI SKCIIEPUMEHTHI Ha mareHTax n3 6a3sl USPTO. DkcrepuMeHTh TOKa-
3aJTH, 9TO JIydIliee KadeCTBO U3BJICUCHHS TPOJIEMOHCTPUPOBAJIA MO/IE/Ib, IIOCTPOCHHAS
na ocaoBe BioBERT.
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