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Abstract. The calculation of quadratures arises in many physical and technical applications. The replacement of integration variables is proposed, which dramatically increases the accuracy of the formula of averages. For infinitely smooth integrand functions, the convergence law becomes super power. It is significantly faster than the power law and is close to exponential one. For integrals with bounded smoothness, power convergence is realized with the maximum achievable order of accuracy.
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1. Introduction

Applied tasks. In many physical problems, it is required to approximate integrals that are not taken in elementary functions. Here are some examples:

1. Calculation of special functions of mathematical physics: Fermi–Dirac functions equal to the moments of the Fermi distribution, gamma function, cylindrical functions and a number of others.
2. Calculation of Fourier coefficients of a given function, Fourier and Laplace transforms.
3. Numerical solution of integral equations, both correctly posed and incorrect.
4. Solving boundary value problems for partial differential equations (including eigenvalue problems) written in integral form, etc.

Such integrals must be calculated with high accuracy up to computer round-off errors.
Calculation of quadratures. Commonly, trapezoid, mean and Simpson methods on a uniform grid are used for grid calculation of quadratures. The majorant error estimation is well known for these methods. For trapezoid and mean formulas it is $O(h^2)$, for Simpson’s formula it is $O(h^4)$, where $h$ is the grid step. There are ways to improve accuracy: calculation on a set of thickening grids and extrapolation refinement by the Richardson method, refinement by the Euler–Maclaurin formula, etc. [1, 2]. All these methods give a power dependence of the error on the grid step $O(h^m)$.

If the integrand is periodic and the integral is calculated over the full period, then the dependence of the error on the step becomes exponential instead of power-law $\sim \exp(-1/h)$ [3–5]. This means that when the step is halved, the number of correct characters in the answer approximately doubles. This convergence rate is much faster than the power one. However, the corresponding class of integrand functions is rather narrow. Attempts have been made in the literature to expand this class [6–9], but they were considered unsuccessful [7].

In the present paper, an approach is proposed that dramatically accelerates the convergence of the mean rule. It is based on a special substitution of integration variables. The integrand function may be non-periodic. If it is infinitely smooth, then the proposed replacement provides super power convergence of the quadrature. This convergence rate is significantly faster than the power-law one and is close to the exponential one.

If the integrand has bounded smoothness, then the proposed method gives a power convergence with the maximum achievable order of accuracy.

The proposed approach does not require a priori information about the nature of the integrand function and is uniformly applicable to a wide range of tasks. The class of integrand functions, for which the super power convergence of quadratures is realized, is significantly expanded.

2. Change of integration variables

Consider the integral

$$I = \int_0^1 f(x)dx. \quad (1)$$

Let us perform the variable change in two stages. First, using fractional polynomial transformation $t(x)$, we map the segment $x \in (0, 1)$ to the straight line $t \in (-\infty, +\infty)$. Then we map this line to the segment $\xi \in (0, 1)$ using the transformation $t(\xi)$, whose derivatives tend to zero near $\xi = 0$ and $\xi = 1$ faster than any degree $\xi^m$.

Such substitutions can be made in various ways. In this paper, the following transformation was considered

$$t(\xi) = \frac{A(\xi - 0.5)}{\xi^\alpha(1-\xi)^\alpha}, \quad x(t) = \frac{1}{2} + \frac{1}{2}\text{th}(Bt), \quad (2)$$

where $A, B, \alpha$ are constants. The mapping (2) is shown in figure 1 as $x(\xi)$ dependence. It is almost linear in the middle of the segment, but at its ends,
the derivatives of $x_\xi$ quickly tend to zero. It is also possible to implement the replacement (2), in which the error function $\Phi(Bt)$ is taken instead of the hyperbolic tangent.

![Graph showing variable transformation (2).](image)

After mapping (2), the integral takes the form

$$ I = \int_0^1 \tilde{f}(\xi) d\xi, \quad \tilde{f}(\xi) = f\{x[t(\xi)]\} x_t[t(\xi)] t_\xi(\xi). $$

(3)

**Periodic continuation.** Let us show that the new integrand $\tilde{f}(\xi)$ admits an infinitely smooth periodic continuation beyond the boundaries of the segment $\xi \in (0, 1)$.

The expression $t_\xi(\xi) \sim \xi^{-\alpha-1} (1 - \xi)^{-\alpha-1}$ has poles at the ends of the segment $\xi = 0$ and $\xi = 1$. However, for $\xi \to 0 + 0$ and $\xi \to 1 - 0$, the derivative $x_t \sim \exp(-\xi^{-\alpha} (1 - \xi)^{-\alpha})$ tends to zero significantly faster. As a result, $x_t t_\xi \to 0$ when striving for points $\xi = 0$ and $\xi = 1$ from inside the segment. Therefore, $\tilde{f}(\xi)$ vanishes at the boundaries of the segment.

Similarly, it can be shown that all derivatives of this function tend to zero at $\xi \to 0 + 0$ and $\xi \to 1 - 0$. For example, the first derivative has the form

$$ \tilde{f}_\xi = f_x x_t^2 t_\xi^2 + f_{xt} x_t t_\xi^2 + f_{tx} t_\xi. $$

(4)

All derivatives of $dt^m/d\xi^m \sim \xi^{-\alpha-m} (1 - \xi)^{-\alpha-m}$ at the boundaries of the segment have poles that are multiplied by the expression $\sim \exp(-\xi^{-\alpha} (1 - \xi)^{-\alpha})$ in various degrees. Therefore, for $\xi \to 0 + 0$ and $\xi \to 1 - 0$ we have $\tilde{f}_\xi \to 0$.  

Figure 1. Variable transformation (2). Parameters $A$, $B$, $\alpha$ are equal to unity.
The same is true for higher derivatives \(\frac{d\tilde{f}^m}{d\xi^m}\). Thus, the integrand function \(\tilde{f}\) can be periodically continued infinitely smoothly beyond the boundaries of the segment \(\xi \in (0, 1)\).

3. Mean rule convergence

On the segment \(\xi \in (0, 1)\), we introduce a uniform grid with a step \(h = 1/N\). Half-integer nodes are denoted by \(\xi_{n+1/2} = (n - 1/2)h\), \(n = 1, \ldots, N\). We write the mean rule quadrature

\[
I_N = \sum_{n=1}^{N} h\tilde{f}(\xi_{n+1/2}).
\] (5)

The following statement holds.

**Theorem 1.**

A) If \(f(x)\) is infinitely smooth on the segment \(x \in (0, 1)\), then the quadrature (5) has super power convergence.

B) If \(f(x)\) has \(j\) continuous derivatives on \(x \in (0, 1)\), the \((j + 1)\)-th derivative has a discontinuity at the point \(x = a \in (0, 1)\), and this point is a grid node, then the quadrature (5) has power convergence. The order of accuracy is \(j + 2\) if \(j\) is even, and \(j + 3\) if \(j\) is odd. This order of accuracy is maximal for a given smoothness of the integrand function.

**Proof.** Let us prove the statement A). The power part of the mean rule error is described by the Euler–Maclaurin formula [1]. It contains the differences of odd derivatives at the ends of the integration segment

\[
\delta = \sum_{k=1}^{\infty} b_k h^{2k} \left( \tilde{f}^{(2k-1)}(1) - \tilde{f}^{(2k-1)}(0) \right), \quad b_k = \text{const.}
\] (6)

As noted above, due to the variable transform (2), the derivatives \(\tilde{f}^{(k)}(\xi) \to 0\) for \(\xi \to 0 + 0\) and \(\xi \to 1 - 0\). All summands in the sum of (6) vanish. Therefore, there are no power terms left in the error of the mean rule, and the convergence turns out to be super power one.

Let us prove the statement B). Under these assumptions, the power-law contribution to the error of the mean formula has the form

\[
\delta = \sum_{k=1}^{\infty} b_k h^{2k} \left( \tilde{f}^{(2k-1)}(1) - \tilde{f}^{(2k-1)}(0) \right) + \sum_{k=1}^{K} b_k h^{2k} \left( \tilde{f}^{(2k-1)}(a - 0) - \tilde{f}^{(2k-1)}(a + 0) \right). \] (7)

The first sum in (7) is similar to (6). After the variable transform (2), it turns to zero.

The second sum is the error resulting from the singularity at the point \(a\). If \(2k - 1 \leq j\), then by virtue of continuity, the right and left limit values of
derivatives of the order of $2k - 1$ are the same $\tilde{f}^{(2k-1)}(a - 0) = \tilde{f}^{(2k-1)}(a + 0)$. What is the limit of summation of $K$? Since $\tilde{f}^{(j+1)}$ is discontinuous at the point $a$, and only odd derivatives are included in (7), two cases are possible. If $j$ is odd, then $2K - 1 = j + 2$. Then $\delta = O(h^{j+3})$. If $j$ is even, then $2K - 1 = j + 1$, and $\delta = O(h^{j+2})$. Obviously, this order of accuracy is the maximum, i.e. it cannot be improved. The theorem is proved.

Note. The literature describes [6–9] variable substitutions similar to (2). In these works, trapezoid and Simpson formulas were used, in which one needs to calculate the integrand function at the boundary points. However, after variable change (2), the integral function $\tilde{f}(\xi)$ has essentially singular points within the boundaries of the segment $\xi = 0$ and $\xi = 1$. Therefore, calculating $\tilde{f}(0)$ and $\tilde{f}(1)$ presents a problem; in particular, computer numbers overflow occurs.

To avoid this, in [6] it was proposed to cut the integration segment, i.e. instead of $\xi \in (0, 1)$, consider $\xi \in (\varepsilon, 1 - \varepsilon)$, where $\varepsilon$ is some small number. Such a cutting introduced a significant error, and it was not possible to realize superstellar convergence. The authors of [7] conducted numerical experiments and found that this approach is inferior in quantitative accuracy to Simpson’s formula without replacing variables. Therefore, this approach was considered unpromising [7].

We use the mean rule that does not require calculating $\tilde{f}(0)$ and $\tilde{f}(1)$. Therefore, the described difficulty does not arise, and super power convergence is realized.

4. Method validation

Infinitely smooth integrand. As an example, consider a test integral with a known exact value

$$I = \int_0^1 e^x/(e - 1)dx = 1.$$  (8)

The integrand is infinitely smooth.

The calculation was carried out on a set of grids with different $N = 2, 4, 8, ...$. On each grid, the mean rule quadrature and its error $\Delta = |I - I_N|$, equal to the difference between the numerical and exact integrals, were calculated. Figure 2 shows a graph of the error $\Delta$ depending on the number of grid steps $N$. The scale of the graph is semi-logarithmic. At this scale, exponential convergence corresponds to a straight line, and a power-law curve corresponds to a logarithmic curve.

Dark circles correspond to the calculation with the replacement of variables (2), light circles correspond to the calculation without it. One can see that the proposed replacement of variables dramatically increases accuracy: already at $N \sim 100$, the error is $\Delta \sim 10^{-14}$, which is comparable to rounding errors. The gain in accuracy compared to the calculation without replacing variables reaches 10 orders of magnitude. The convergence rate is somewhat inferior to the exponential one, but cardinally exceeds the power one.
Due to the presence of essentially singular points of $\tilde{f}$ at the boundaries of the segment, the dependence of the error on the number of steps is non-monotonic and alternating [10, 11]. In this graph, this can be seen by the non-monotonic behavior of the curve. Local minima correspond to the change of the error sign.

Therefore, the proposed replacement dramatically increases the accuracy of the mean rule quadrature. We recommend it for wide application in practical computing.

**Integrand function with bounded smoothness.** Often in applications, it is necessary to calculate integrals from piecewise given spline approximations and interpolants. They have limited smoothness. So, the simplest linear interpolation is continuous, but has discontinuities of the first derivative. The cubic spline is continuous along with the second derivative, and the third derivative experiences a discontinuity.

As an example, consider the integral of the function

$$f(x) = \begin{cases} 
1, & x < 0.5, \\
1 + (2x - 1)^m, & x \geq 0.5, 
\end{cases} \quad (9)$$

for integers $1 \leq m \leq 5$. The function (9) has a $m - 1$ continuous derivative, and the $m$-th derivative experiences a discontinuity. The exact values of the integral $I$ are known, they are listed in table 1.

The calculation was carried out on several thickening grids. They were chosen so that the feature $x = 0.5$ was a node. For example, it is enough to take only even $N$ for this. The resulting errors depending on the number of steps are shown in figure 3. The scale of the graph is double logarithmic.
Table 1

<table>
<thead>
<tr>
<th>m</th>
<th>I</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 + 2e^{0.5} - e</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1 - 8e^{0.5} + 5e</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>1 + 48e^{0.5} - 29e</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1 - 384e^{0.5} + 233e</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>1 + 3840e^{0.5} - 2329e</td>
<td>6</td>
</tr>
</tbody>
</table>

Therefore, the power convergence corresponds to a straight line whose slope is equal to the order of accuracy. The numbers near the lines are the values of m.

![Figure 3](image)

Figure 3. The error of the mean rule quadrature in the test 9. Notation are explained in the text.

It can be seen that on sufficiently detailed grids, the curves for each m tend to straight lines, i.e. power convergence is realized. The corresponding orders of accuracy of q are given in the table 1. They are completely consistent with Theorem 1.

On coarse meshes, the behavior of curves is irregular. The error depends on N nonmonotonically, changes sign and decreases significantly faster than the power law. Apparently, the law of convergence on coarse meshes corresponds to the super power one (similar to the figure 2). Justification of this consideration is beyond the scope of the present work.
For comparison, the figure 3 shows the calculation error according to the mean rule without variable change. For all the \( m \) considered, the errors were approximately the same, so we showed them with one line. It is indicated by an asterisk (*). This line corresponds to a power convergence with a second order of accuracy. It can be seen that for \( m \geq 2 \) (i.e., if there is at least one continuous derivative), the proposed replacement increases the order of accuracy and sharply reduces the quantitative error. In Fig. 3, the accuracy gain was from 3 to 8 orders of magnitude.

We performed a similar calculation using grids in which the singularity \( x = 0.5 \) did not get into the node. To do this, it is enough to take only odd \( N \). This case does not fall under Theorem 1. Nevertheless, the theorem turned out to be true for it as well. The resulting errors were similar to the figure 3. In particular, the convergence rate for the considered \( m \) turned out to be the same. The quantitative accuracy was somewhat worse than figure 3. This was most noticeable for \( m = 1 \). For other \( m \), the accuracy decreasing turned out to be insignificant.

5. Conclusion

In this paper, a special transformation of the integration variable is proposed, which dramatically increases the accuracy of the mean rule quadrature. For infinitely smooth integrand functions, convergence becomes super power one. For functions of bounded smoothness, the convergence law remains power-law, but the maximum achievable order of accuracy is realized.

Let us conduct a qualitative comparison of the proposed approach with other methods for improving the accuracy of quadratures listed in the introduction. None of them provides super power convergence. Therefore, for infinitely smooth functions, the proposed approach provides obviously higher accuracy.

The use of Euler–Maclaurin corrections requires a large amount of a priori information about the integrand. It is necessary to accurately calculate high derivatives and a priori set the number of corrections to be taken into account. Therefore, the maximum order of accuracy is realized if the smoothness class of the integrand function is known.

On the contrary, the proposed approach is uniformly applicable to integrals both infinitely smooth and having bounded smoothness. One does not need to know the smoothness class in advance.

It is possible to increase the order of accuracy using Richardson extrapolation only on sufficiently detailed grids on which theoretical convergence is already being implemented, but rounding errors have not yet been achieved. On coarse grids, the use of extrapolation can even degrade accuracy.

In the proposed method, even on coarse grids, convergence is observed, and quite fast. A quantitative comparison of the Richardson extrapolation and the proposed method for bounded smoothness functions is beyond the scope of this paper.
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Аннотация. Вычисление квадратур возникает во многих физических и технических приложениях. В статье предложена замена переменных интегрирования, кардинально повышающая точность формулы средних. Для бесконечно гладких подынтегральных функций закон сходимости становится сверхстепенным. Он существенно быстрее степенного и близок к экспоненциальному. Для подынтегральных функций с ограниченной гладкостью реализуется степенная сходимость с максимально достижимым порядком точности.

Ключевые слова: формула трапеций, экспоненциальная сходимость, оценки точности, асимптотически точные оценки