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On Some Problem for Control System with Delays
A.S. Adkhamova

RUDN University, Moscow, Russia

We consider a linear control system with delay described by the following differen-
tial-difference equations:

M M
> Ay (t—mr)+ Y Byt —mr) =u(t), 0<t, (1)
m=0 m=0
Y1 (t) Ul (t)
y(t) = : Ju(t) = : :
Yn(t) Uy (1)

where A, and B,,, are n x n constant matrices, Ag is a nonsingular matrix, the delay
7 > 0 is constant, and u(¢) is a control vector-function.
A prehistory of the system is defined by the initial condition

y(t) = ¢(t), t € [-MT,0], (2)

¢1(t)
where ¢(t) = : is a given vector-function.
©n(t)

In [1], N.N. Krasovskii considered the damping problem for a control system with
aftereffect described by differential-difference equations of retarded type. He reduced
this problem to the boundary value problem for a system of differential-difference
equations with deviating argument in lower order terms. The Krasovskii damping
problem was generalized in [2] to systems described by equations of neutral type.

Now we consider the damping problem for a multidimensional control system
with several delays. We establish the relationship between the variational problem
for a nonlocal functional and the boundary value problem for a system of differential-
difference equations and study solvability of this boundary value problem [3].

This work was financially supported by the Ministry of Education and Science of
the Russian Federation (the Agreement No. 02.A03.21.0008).
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Kinetic Models of Integration-Fragmentation
in the Becker—Doring Case:
Derivation of Equations and the H-Theorem

S.Z. Adzhiev

Lomonosov Moscow State University, Moscow, Russia

l. V. Melikhov

Lomonosov Moscow State University, Moscow, Russia

V. V. Vedenyapin
Keldysh Institute of Applied Mathematics of the Russian Acad. Sci., Moscow, Russia;
RUDN University, Moscow, Russia

We examined the interconnections between the kinetic equations of evolution of
particles distinguishing by masses (numbers of molecules forming them) or by other
property in the Becker—Doring case and the H-theorem for them.

The Becker-Déring case [1] is the model when the only one molecule attaches or
separates. We generalize this suggestion, replacing one molecule by a particle with
size not greater than specified.

The formation of solids is well described by division into several stages - firstly
primary particles emerge and grow, and then the stage of aggregation or the formation
of agglomerates of the primary particles as a result of their collisions with each other
comes, and then the formation of aggregates of them occurs, etc. Although all stages
go at the same time, but first dominated the process of formation of primary particles,
then their aggregates, then aggregates of the secondary agglomerates. Therefore,
these processes are well modeled by generalizations of the Becker-Doring case that is
considered by us.

From the continuum the integration-fragmentation equations, we derived a new
equation which we call the continuous Becker—-Déring equation. The basic assumption
that defines this equation is that only particles with size not more than the specified
can attach. From this equation we obtained the Becker-Déring system of equations
and the continuum equation of the Fokker-Planck type (or of the Einstein-Kolmogorov
type, or of diffuse approximation). We clarified the form of the obtained equations
basing on the physical sense of these conclusions.

Also we have derived the Becker-Doring system of equations (on distribution
function of particles by sizes) from the generalized kinetic Boltzmann equation on
distribution function of the bodies by sizes and velocities of their centers of masses,
i.e., moved from a multi-parameter description to reduced one.

We proved that, generally speaking, the H-theorem is incorrect for the equations
of the Fokker-Planck type, but it’s valid for a partially implicit discretization on time
of the Becker-Doring system of equations. For the implicit discretization in time, this
was proved earlier for general equations of physico-chemical kinetics [2] (in the case
of fulfillment of the Stuckelberg Batishcheva—Pirogov condition [3, 4]). The obtained
results are important for computer simulation: partially implicit discretization is more
convenient for the discrete simulation, and the system of equations of the Becker—
Doring type is more preferable than difference schemes of equations of the Fokker—
Planck type.



Due to unity of the kinetic approach, the present work may be useful for specialists
of various specialties who study the evolution of structures with differing properties.

This paper was financially supported by the Ministry of Education and Science
of the Russian Federation on the program to improve the competitiveness of Peo-
ples’ Friendship University of Russia (RUDN University) among the world’s leading
research and educational centers in 2016—-2020. It was also supported by the depart-
ment of Mathematics of Russian Academy of Sciences, program 1.3.1 “Problems of
Mathematical Computational Physics.”
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On Multiple Lebesgue Functions
O.N. Ageev

Lomonosov Moscow State University, Moscow, Russia

We introduce a notion of being a k-fold Lebesgue function for measure preserving
transformations, where any 2-fold Lebesgue function is just ordinary Lebesgue. We
discuss how this new metric isomorphisms invariant of a dynamical system is related
to others classical notions in ergodic theory, mostly focusing on its spectral aspects.
In particular, for transformations with sufficiently many multiple Lebesgue functions,
we treat the corresponding multiple analogs of very well-known problems of Banach
and Rokhlin.

On Nonlinear Delay Parabolic Equations

D. Agirseven
Trakya University, Department of Mathematics, Edirne, Turkey

In delay differential equations, the presence of the delay term causes the difficulties
in analysis of the equation. Therefore, researchers recompense in numerical methods
the lack of theoretical studies. One of the main methods used in this area is the fi-
nite difference method. Lu [1] studies monotone iterative schemes for finite-difference
solutions of reaction-diffusion systems with time delays and gives modified iterative
schemes by combing the method of upper-lower solutions and the Jacobi method or
the Gauss—Seidel method. Gu and Wang [2] construct a linearized Crank-Nicolson
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difference scheme to solve a type of variable coefficient delay partial differential equa-
tions. Ashyralyev and Sobolevskii [3] consider the initial-value problem for linear
delay partial differential equations of the parabolic type and give a sufficient condition
for the stability of the solution of this initial-value problem. Ashyralyev and Agirseven
[4]-[8] investigated stability of the initial boundary value problems for delay parabolic
equations and of difference schemes for the approximate solutions to delay parabolic
equations.

In present paper, we consider the initial value problem for a nonlinear differential
equation,

{ 9 4 Au(t) = f(u(t) u(t —w)),t >0,
u(t) = @(t), —w < t <0,

in a Banach space E with a strongly positive operator A. A theorem on the existence of
a unique bounded solution to this problem is established. The first and second accuracy
order difference schemes for solutions of nonlinear time delay parabolic equations are
presented. Theoretical results are supported by numerical experiments.
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On a Problem with Oblique Derivatives

N. A. Aliyev, Y. Y. Mustafayeva, M. Jahanshahi
Baku State University, Baku, Azerbaiijan

The paper is devoted to the boundary value problem for the three-dimensional
Laplace equation with nonlocal boundary conditions, which, in particular, leads to the
oblique derivative problem. We note that the predetermined inclination to the border
may be tangential to the boundary at any number of points, lines, and surfaces.
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The research method is as follows. The basic relations are constructed with the
help of the fundamental solution of the equation. Necessary conditions are selected
from these relations (the maximum number of linearly independent conditions). These
conditions include singular integrals containing non general singularities. They have
a special way of regularization due to the authors. This regularization is carried out
with the use of the given boundary conditions.

The obtained regular expressions lead us to a sufficient condition for the Fred-
holm property of the given boundary value problems for elliptic (Cauchy-Riemann
equations, Laplace etc.), parabolic, hyperbolic, composite, mixed type (and atypical)
equations [1].
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Stationary Problem of Complex Heat Transfer in a
System of Semitransparent Bodies with Boundary
Conditions of Reflection and Reiraction of Radiation

A.A. Amosov

National Research University “Moscow Power Engineering Institute,” Moscow, Russia

We consider the boundary value problem

—div(A(z,u)Vu) + 47 [ s kih, (u)dv = [ 3, [ I, dodv+ f, z€G, (1)
0 0 @

w-VI+ (3, +8,)L, = ,8,(1,) + sa,k2h, (u), (w,2) €N xG, (2)
AMz,u)Vu-n=0, z€09G, (3)
Lir- =8, (L|r+), (w,x)el, 0<v< oo, 4)

describing complex (radiation-conductive) heat transfer in a system of semitransparent
bodies G = _TUanj, G; C R3, separated by vacuum. The physical meaning of the
]:

sought-for functions w(z) and I,(w,x) is the absolute temperature at a point = and

the radiation intensity at frequency v in the direction w € Q = {w € R? | |w| = 1}.
Hear 0 < A(z,u), 0 < 5, 0 < s,, and 1 < k,, are the heat conduction coefficient,

absorbtion coefficient, scattering coefficient, and refractive index. The function h, (u)
202 h

for u > 0 represents Planck’s spectral distribution: h,(u) = %exp (hu/(yk:u)) —

In radiation transfer equation (2), S, denote the scattering operator:

S,(9)(w.x) = / 0,,( - ol 2) de,  (w,2) € Qx Gy 1<j<m.
Q

Boundary condition (4) describes reflection and refraction of radiation on the
boundary dG. Here I'" = {(w,z) € Q@ x G | w-n(z) < 0}, I'" = {(w,z) €
QA x 0G| w-n(x) > 0}.



In [1] and [2], the existence of a unique weak solution to problem (1)-(4) is
established, the comparison theorem is proved, estimates for the weak solution are
derived, and its regularity is established.

This work was supported by the Russian Science Foundation (project No. 14-11-
00306).
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Error Estimates for Solutions
of Lower Dimensional Obstacle Problems

D. Apushkinskaya
Saarland University, Saarbriicken, Germany

We consider elliptic variational inequalities generated by obstacle type problems
with thin obstacles. The exact mathematical formulation is as follows. Let Q be an
open, connected and bounded domain in R™ with Lipschitz continuous boundary 0,
and let M be a smooth (n — 1)-dimensional manifold in R™, which divides € into two
Lipschitz subdomains Q4 and Q_. For given functions ¢ : M — R and ¢ : 9Q — R
satisfying ¢ > ¥ on M N 9N, we minimize the functional

J(v) = %/\vm?d;p (1)
Q

over the closed convex set K = {v e H' (Q): wv=¢on MNQ, v=¢ondQ}.
Here, o € H'/2(99) and the function 1 is supposed to be smooth. The existence of a
unique minimizer u € K is well known.

Problem (1) is called the thin obstacle problem associated with the thin obstacle
¥. This kind of unilateral problem appears in miscellaneous applications. One can
find it, e.g., in boundary temperature control problems and in analysis of flow through
semi-permeable walls subject to the phenomenon of osmosis, as well as in financial
mathematics if the random variation of an underlying asset changes discontinuously.
In many respects, problem (1) differs from the classical obstacle problem where the
constrain v > 1 is imposed on the entire domain €.

Thin obstacle problems have been actively studied from the early 1970s. These
studies were mainly focused either on regularity of minimizers or on properties of the
respective free boundaries.

It should be pointed out that we are concerned with a different question. Our
analysis is focused not on properties of the exact minimizer, but on estimates of the
distance (measured in terms of the natural energy norm) between u and any function
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v € K. In other words, we wish to obtain estimates able to detect which neighborhood
of w contains a function v (considered as an approximation of the minimizer). These
estimates are fully computable, i.e., they depend only on v (which is assumed to be
known) and on the data of the problem (u and the respective exact coincident set
{u = 9} do not enter the estimate explicitly). For the classical obstacle problem
(which solution is bounded in Q from above and below by two obstacles) estimates of
such a type was obtained in ([1]).

The talk is based on the results from [2] obtained in collaboration with Sergey 1.

Repin. This work was partly supported by the Russian Foundation for Basic Research
(RFBR) through grant 15-01-07650.
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New Regularity Results for Nonlinear Parabolic
Systems. The A(t)-Caloric Approximation Method

A. A. Arkhipova
St-Petersburg State University, St-Petersburg, Russia

We discuss the latest regularity results for second order quasilinear and nonlinear
parabolic systems. The partial Holder continuity of weak solutions and their gradients
is proved under the optimal assumptions on the principal nondiagonal matrix, namely,
the integral VMO-continuity in the space variables and just boundedness in time. The
results are based on the A(t)-caloric approximation method (the matrix A(t) has the
entries from L°°-space on the time interval).

This approach was suggested and applied to parabolic systems of different classes
in joint works by Arkhipova A.A. and her colleagues O. John and J. Stara from
Charles University (Prague).

This research has been financially supported by the Russian Foundation for Basic
Research (RFBR), Grant 15-01-07650.
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The Stoke Phenomenon for an Irregular
Geliand—-Kapranov-Zelevinsky System Associated
with a Rank One Lattice

D.V. Artamonov
Moscow State University, Moscow, Russia

A keystone in the analytic theory of ordinary differential equations is a construc-
tion called the Riemann-Hilbert correspondence. It is the correspondence between
a system of linear differential equations and the monodromy data which characterize
the behavior of solutions near singular points of the system. The construction of the
monodromy data in the case of a regular singular point differs from that one in the
case of an irregular singular point.

The theory of irregular singularities has been generalized in the recent papers by
T. Mochizuki, C. Sabbah.

Even in the case of dimension one, which is the case of an ODE, not so many exam-
ples of explicit description of the Stokes phenomenon in the irregular case are known.
Despite some artificial examples, one can list the Jordan-Pochgammer equation, the
parabolic cylinder equation, the equation for the Eiri functions, and the equation for
the generalized hypergeometric functions associated with a series F, ;. At the same
time, there are no examples of explicit description of the Stokes phenomenon in the
multidimensional case.

In the present paper, we give such description for an irregular Gelfand—Kapranov-
Zelevinsky (GKZ for short) system associated with a lattice of rank 1. The key step
in the investigation of this GKZ system is the fact that its solutions can be expressed
through the generalized hypergeometric functions of the scalar argument, associated
with the series F}, 4.

This example is interesting not only as an example of description of the Stokes phe-
nomernon in the multidimensional case but also as a complete description of singular
behaviour for some class of GKZ systems.

This work was supported by the State contract of the Russian Ministry of Educa-
tion and Science (contract No. 1.1974.2014/K).
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On the Solvability of a System of Forward-Backward
Linear Equations with Unbounded Operator
Coetficients

N. V. Artamonov
MGIMO University, Moscow, Russia

Consider the linear system of forward-backward evolution equations

x’(t)) < A —B> <J;(t)> 2(0) = z¢

= * , te|0,T].

(vin) = (e Z2)G0): v —awm €07

Here A is an accretive (unbounded) operator, while B, C, and G are non-negative
self-adjoint (unbounded) operators.

Both the solvability of the system and the solvability of the related differential
operator Riccati equation are proved in a collection of Banach spaces.

References

[1] N.V. Artamonov. On the solvability of a system of forward-backward linear equa-
tions with unbounded operator coefficients, Mathematical Notes, 100 No. 5-6,
747-750 (2016).

Stable Difierence Schemes for a Third Order Partial
Diiferential Equation

A. Ashyralyev
Near East University, Nicosia, Turkey;
RUDN University, Moscow, Russia

Kh. Belakroum
Fréres Mentouri University, Constantine, Algeria

The nonlocal boundary-value problem for a third order partial differential equation
3
L) A2 _ r), 0<t<1,
u(0) =yu(X) +¢, u'(0) =au' (A\)+¢, [y <1, (1)
u’(0) =Bu" (N)+&, 1+ Bal>|a+6,0<A<1

in a Hilbert space H with a seli-adjoint positive definite operator A is considered.
A function wu(t) is a solution of problem (1) if the following conditions are satisfied:

(i) wu(t) is thrice continuously differentiable on the interval (0,1) and twice contin-
uously differentiable on the segment [0, 1].

(ii) The element u/(t) belongs to D (A) for all ¢t € [0,1], and the function Au/(t) is
continuous on [0, 1].
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(iii) w(t) satisfies the equation and nonlocal boundary conditions (1).

We are interested in studying the stable difference schemes for the approximate so-
lution of problem (1). Three-step difference schemes generated by Taylor’s decompo-
sition on four points for the approximate solution of problem (1) are presented [1].
Applying operator approach of [2], theorems on stability of these difference schemes
are established. In applications, the stability estimates for the solution of difference
schemes of approximate solution of three nonlocal boundary value problems for third
order partial differential equations are obtained. Numerical results are provided.

The research was supported by the Ministry of Education and Science of the
Russian Federation (Agreement number 02.203.21.0008).
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Integro-Ditfferential Equations of Convolution Type
with Monotone Nonlinearity

S. N. Askhabov
Chechen State University, Grozny, Russia;
Chechen State Pedagogical University, Grozny, Russia

Methods of the theory of maximal monotone operators [1] are used to prove global
theorems on the existence and uniqueness of solutions for various classes (cf. [2])
of nonlinear convolution type integro-differential equations in the real space of 27-
periodic functions Ly(—m,).

Hereafter we assume that a given function F'(x,u) generating nonlinearity in the
considered equations is defined for # € [—m, 7] and v € R, has period 27 w.r.t. =
and satisfies the Caratheodory conditions, namely, it is measurable in z for each fixed
u and is continuous in u for almost all z. We denote by L} (—m,7) the set of all
non-negative functions in Ly(—m, ).

For example, we have the following theorem.

Theorem 1. Let 1 < p < oo, f(z) € Ly (—m,7), p' =p/(p—1), h(z) € L1(—m,7),

and
™

ha(n) = / h(t) - sin(nt)dt >0 ¥n e N.
If for almost all x € [—m, x| and all u € R the nonlinearity F(z,u) satisfies the
conditions
1 |F(z,u)| < a(x) + difu[P~!, where a(x) € L, (—m, @), dy >0;
2. F(z,u) is a nondecreasing function in the argument u for almost all x €
[ -, W];
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3. F(z,u)-u > da|ul? — D(x), where D(z) € L (==, ), dy >0,
then the nonlinear integro-differential equation

Fa.u(@) + [ e~ /@)t = f(z)
has a solution u(zx) € L,(—n, ) with v'(x) € Ly (—n,w). This solution is unique if

F(z,u) strictly increases in u for almost all x € [—m, 7] fixed.

The proof is based on the use of the equality

/ (/h(x —t) u’(t)dt) u(z)dr = 47 Z nhs(n) |unl?,

—T —T

where
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On Hyers—Ulam Stability of Third Order Linear
Differential Equations Having Constant Coefficients

J. B. Bacani
University of the Philippines Baguio, Baguio City, Philippines

J.F.T. Rabago
Nagoya University, Nagoya, Japan

Consider the following third order linear differential equations:
y @ (@) + ay” (x) + by (x) + ey(z) = 0 (1)

and
Yy (@) + ay" (@) + by (2) + ey(x) = f(x), (2)

where y € C3([a, b)), f € C([a,b]), and a,b,c € R.

The stability of equation (2) has already been studied by M. R. Abdollahpour and
A. Najati in [1]. This time, we employ a straightforward strategy similar to Xue [2]
to prove the Hyers-Ulam stability of (2). We first apply the strategy in proving the
stability of (1).

This work is soon to be supported by the National Research Council of the Philip-
pines.
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Mixed Boundary Value Problem for Parabolic Systems
on the Plane and Boundary Integral Equations

E. A. Baderko

Moscow State University, Moscow, Russia

M. F. Cherepova
National Research University “Moscow Power Engineering Institute,” Moscow, Russia

We consider the mixed boundary value problem for one-dimensional (with respect
to the spatial variable) parabolic systems with Dini-continuous coefficients in a curvi-
linear domain with nonsmooth lateral boundaries. The boundary condition of the first
kind is posed on one lateral boundary, and the boundary condition of the second kind is
posed on the second lateral boundary. By the method of boundary integral equations,
developed in [1] for second-order parabolic systems on the plane, we construct a reg-
ular solution of this problem. The obtained solution is represented as a sum of simple
layer parabolic potentials. We study the smoothness of this solution in the space of
functions that are continuous together with the spatial derivative and the fractional
derivative of order 1/2 with respect to “time” variable in the closed domain. We also
establish estimates for the higher derivatives of the solution.
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The Komogorov 1/3 Law and the 1984 Kato Theorem
in the Zero Viscosity Limit

C.W. Bardos
Université Denis Diderot, Paris, France
E. Titi
Texas A&M University, College Station, USA;
Weizmann Institute for Science, Rehovot, Israel

The two is based on the two following observations. First, the notion of week
convergence is the deterministic avatar of the notion of average in the statistical theory
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of turbulence. Second, in most cases even for some generation of homogeneous and
isotropic turbulence, the basic effects are due to the boundary.

And it turns out that it is a theorem of T. Kato of 1984 that allows one to make
through its diverse generalizations the more natural connection between these points
of view.

In particular, it allows one to connect the loss of regularity with the anomalous
energy dissipation and with the Onsager conjecture.

Stationary Solutions
of the Flat Vlasov—Poisson System

J. Batt

Munich University, Munich, Germany

The flat Vlasov-Poisson system describes the evolution of the so-called “flat”
galaxies (such as our Milky Way) which, with sufficient accuracy, can be consid-
ered to be spread in a plain. Stationary solutions satisfy the system

U-0,f—-0,U-0,f =0,

U(z) = —/ Ply) dy, p(z) = f(z,v)dv, z,v€ R
Rz [ =y R2

Here f = f(x,v) > 0 is the distribution function, p = p(x) > 0 the local density and

U = U(z) < 0 the Newtonian potential. We prove the existence of wide classes of

spherically symmetric solutions (f, p, U) with the property that p depends on r = ||

and f has the from f(x,v) = q¢(—Ey — E), where Ey > 0 is a constant and F :=

Ux) + % is the local energy.

The first result is: Every function p = p(x) which is strictly decreasing on its
support [0, R] (and satisfies some other technical assumptions) can be considered as
the local density of a stationary solution (f,p,U) of the type described above.

The second question is: For which function g : R — [0,00), ¢ = 0 on (—o0,0],
q > 0 on (0,00) exist a constant Eqg > 0 and functions p and U such that (f(x,v) :=
q(—Eo — E), q, U) is a stationary solution.

We develop a numerical scheme to calculate p by approximations on a compact
interval [0, R].

This is a joint work with E. Jérn and Y. Li.
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Analyticity in Time and Space for a Semilinear
Cauchy Problem

F. Baustian
University of Rostock, Rostock, Germany

We consider the Cauchy problem

0 10 e _ N
au(w,t) +P <x,t, i@:v) u(z,t) =f(x,t;u(z,t)) for (z,t) €e R™ x (0,T),
u(z,0) = ug(x) for z € RY,

for a parabolic system of semilinar partial differential equations with an initial value
uy € B5PP(RY) N L2(RY). We make use of an abstract nonlinear Cauchy problem
with an operator that satisfies the maximal LP-regularity property to show the exis-
tence and uniqueness of the solution. The abstract case also yields the analyticity of
the solution with respect to the time variable. We establish an a priori estimate for the
solution of the Cauchy problem for the system of partial differential equations. With
the help of this estimate we can construct a holomorphic extension of the solution to
a complex domain and we obtain analyticity of the solution with respect to the space
variable, as well. The results generalize known results for linear systems of partial
differential equations introduced by P. Takac in [1].
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Fast Growing Solutions of Linear Differential
Equations With Dominant Coeifficient of Lower
po-Order
B. Belaidi
University of Mostaganem (UMAB), Mostaganem, Algeria

In this paper, we deal with the growth of entire solutions of higher order linear
differential equations with entire coefficients when the dominant coefficient is of fs,-

order. The results presented in this paper mainly improve the corresponding results
announced in the literature.
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Dynamics of Travelling Waves in the Parabolic
Problem with Transformed Argument

E.P. Belan

Crimean Federal University, Simferopol, Russia
We consider the equations
U+ u = pugy + K(1+ycos Qu(z, b)), Qu(z,t) = u(z + h,t), t >0, (1)

with periodic boundary condition for x € [0,27]. Here, 0 < p < 1 > 0, K > 0,
0 <~v <1, h =2mp/q, where p > 0, ¢ > 0 are integer numbers and, in addition,
q is even. We fix the smooth branches w = w(K) of solutions of the equation
w=K(1+vycosw). Let A(K) = —Kvysinw(K) < —1. There exist integer m* <m™,
m™ +m™ = ¢ such that

. o + _
o cos (kh) = cos (m™h) = —cos7/q.

Let us determinate K from the condition —1 + A(K)cos(m™h) = 0. We denote
w(v) = w(K+v), where v > 0 is the small parameter. The stability of the state w(v) is
determined by the roots of the characteristic equation for the corresponding linearized
problem given by A, (1, v) = —1 — um? + (A — v) exp(imh). We have the following
infinite dimensional critical cases for these conditions: J\,+(0,0) = +Asinm™h =
t+wp, st =mT +5¢,5=0,1,2,..., RA\,x (1, v) = —pu(m™* + 5¢)% — A~ 1w
Theorem 1 (see [1]). Let the relation R+ (1, v) > 0 hold. Then problem (1) has the
following solutions: up+ = w(v) + 2%’\’1*79&“”) cos(SApt + (m* +kq)z) + O(| (1, v))).
Here, ¢ = }exp (im*h) (=N + (Acot@)2(2(1 — A" + exp (2im*h)b~1)) and b =
2iwy + 1 — Aexp (2im™h). We denote

A . %)\s— — Q%AkJr — Z'%Ckar CPp+
kt,s— — Cpp+ §RA((2k+s+l))+ — 2%Ak+ + Z.SC/)]CJr '
A _ §R/\S+ - 2%)%* - i%ckar CPR+
kst = CoRt R 2k—s)+ — 2RAr +iScpp+ )

The solution u,+ are asymptotically orbitally stable if and only if

1. for any s > 0 the matrix Ay= .+ is stable;
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2. for any 0 < s < k the matrix Apx 4+ is stable.

In accordance with this result, we have the interaction of travelling waves. It
follows from this phenomenon that the number of stable travelling waves increases as
w/v decreases.

References

[1] E.P. Belan. Dynamics of travelling waves in the parabilic problem with the shift
transforme of space argument, J. Math. Phys. Anal. Geom., 1, No. 1, 3-34 (2005).

Probabilistic Interpretation of Solutions to the Cauchy
Problem for Quasilinear Parabolic Systems

Ya. l. Belopolskaya
Saint Petersburg State University of Architecture and Civil Engineering, Saint
Petersburg, Russia

Probabilistic approach reveals the intrinsic nature of systems of nonlinear parabolic
equations. In other words, it allows one to treat these systems as macromodels of
some phenomena and gives a way to construct the underlying micromodels. We
consider the Cauchy problem for forward and backward quasilinear parabolic systems
and investigate various types of their solutions, namely, classical, generalized, and
viscosity solutions. We show connections between nonlinear parabolic systems and
stochastic processes and construct probabilistic representations of solutions to the
Cauchy problem. The probabilistic approach to systems of PDEs allows one to classify
these systems as follows:

1. a class including advection-diffusion-reaction systems with diagonal principal
parts and equal diffusion coefficients (corresponding to systems considered

in [1]);

2. a class consisting of systems with diagonal entrance of the second order terms
and different diffusion coefficients in each equation and with non diagonal terms
of zero order (reaction-diffusion systems);

3. a class including both systems with diagonal second order terms having different
coefficients along with non diagonal first order terms and systems with non
diagonal second order terms (convection-diffusion-reaction systems and systems
with cross-diffusion [2]).

To demonstrate the simplest of our results, let us consider the Cauchy problem

au 1 d 82“ d au dq
WJri Z Fij (z,u) +;ai (x,U)TmiJr;qlm(z,U)Uz:O, (1)

0x;0x;
ijk=1 v

Um(T) = vom, m =1,...,d;. We show that under certain conditions the function
u(s,x,m) = Elug(§s.2(T),vs,m(T))] satisfies (1), where £(6) solves the SDE

dE(0) = a"(£(0),¥(0))d6 + A (£(6), 7(0)dw(8), &(s) =« € R,
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Here a“™(z) = am(x,u(t,z)) € R4, A (x) = Ap(z,ut,z)) € R'®@ R4, F;; =
>op AkiAjr, w(t) € R is a standard Wiener process and v(t) € {1,...,d;} is a
Markov chain with generator @ = (qlm)ffm:l. Besides, we present examples of each
of the above mentioned classes of quasilinear parabolic equations (see [3]-[5]).

This work is supported by the RNF Grant 17-11-01136.
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Stationary Solutions of the Vlasov System
under External Magnetic Field in the Hali-Space

Yu. O. Belyaeva
RUDN University, Moscow, Russia

The Vlasov-Poisson equations play a significant role in contemporary science.
These equations have applications to such areas as thermonuclear fusion, modeling
and studying high-temperature rarefied plasma, radiation, neutral particles transporta-
tion, atmosphere optics etc. A mathematical model for evolution of the density distri-
bution of ions and electrons in the two-component high temperature rarefied plasma
is described by the Vlasov-Poisson system. One of the most important direction in
investigation of the Vlasov-Poisson plasma system is related to stationary solutions.
They were studied by J. Batt, K. Fabian, W. Faltenbacher, E. Horst, V. V. Vedenyapin,
A.L. Skubachevskii and others.

We consider the stationary Vlasov-Poisson system in the half-space:

- Ap(w) = dre [ S 6wl weRS, (1)
i B

R 8y 4 ge (- L B 8) _

0V f) e (Vo + ol B@LT,) =0, @

z€R:, peR3 f=+1
with the Dirichlet boundary condition
Q(@)|21=0 =0, 2’ = (22,23) € R (3)
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Here ¢ = ¢(x,t) is the potential of the self-consistent electric field, % = f#(x,p)
is the density distribution function of either positively charged ions (for = +1) or
electrons (for 8 = —1) at a point « and with impulse p; V, and V,, are the gradients
with respect to « and p respectively; m,; and m_; are the ion and electron masses;
e is the electron charge; ¢ is the velocity of light; B is the external magnetic field
induction; (-,-) is the inner product in R3; [-,-] is the vector product in R?® and
Ri = {CC = ($1,$2,1‘3 S RB) txrp > 0}

In order to provide plasma confinement, it is important to consider the two-
component plasma model under an external magnetic field. Since the supports of
charged-particle density distributions must not intersect the boundary, the external
magnetic field ensures the existence of solutions to the Vlasov-Poisson equations
supported at some distance from the boundary of the domain. Thus, in [1] and [2],
for the case of an infinite cylinder, a stationary solution was constructed for which
the charged-particle density distributions were supported in a strictly interior cylinder.
Solutions were constructed as products of two cut-off functions.

For the case of the half-space and for a sufficiently large induction of the external
magnetic field, we have constructed stationary solutions with the trivial potential of
the electric field, supported at some distance from the hyperplane z; = 0.

We would like to emphasize that stationary solutions in [1, 2] did not depend on 3.
This fact can be interpreted in such a way that the plasma has infinite mass. Unlike
the above solutions, here we construct the stationary solution compactly supported in
the half-space, which means that the plasma mass is finite. In this case, the solution is
constructed as the product of five cut-off functions whose arguments are first integrals
describing the general solution of the Vlasov equation.

The publication was financially supported by the Ministry of Education and Science
of the Russian Federation (Agreement No. 02.A03.21.0008.)

References

[1] Belyaeva Yu.O. Stationary solutions of Vlasov equations for high-tempe-
rature two-component plasma, Sovremennaya Matematika. Fundamental’nye
Napravleniya, 62, 19-31 (2016).

[2] Skubachevskii A.L. Vlasov—Poisson equations for a two-component plasma in a
homogeneous magnetic fields, Uspekhi Mat. Nauk, 69, No. 2, 107-148 (2014).

Analytic Continuation of the Lauricella Function and
Integration of the Associated System of PDEs
S. . Bezrodnykh

Federal Research Center “Computer Science and Control” of RAS, Moscow, Russia;
RUDN University, Moscow, Russia;
Sternberg Astonomical Institute of MSU, Moscow, Russia

One of generalizations of the Gaussian hypergeometric function F(a,b;c;z) to
the case of several complex variables (z1,...,zx) =: z is the Lauricella function

FEN) (a;b,c;z), which is defined by the N -multiple series (see [1], [2])

Fl()N) (a; b, C;Z) = Z ( )lk‘(al)kl (aN)kN k1 kN

|k|=0 ()il kn! 1 N
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where b and ¢ ¢ Z~ are some scalar (complex-valued) parameters, a = (ay,...,an)
is some vector-valued parameter, and k = (ki,...,ky) is the multi-index with non-
negative components; this series converges in the unit polydisk UV. Function F](DN)
satisfies to a system of IV second order linear partial differential equations.

The problem of analytic continuation of the Lauricella function consists in repre-
senting this function outside the polydisk UY in the form of a linear combination of
particular solutions of the above mentioned system,

Fl()N) (a; b, ¢; 2) ZA L{(loo) (a; b, ¢; 2),

where the coefficients A; do not vanish simultaneousely and the expression on the

(N)

right-hand side defines the function F},"’ near the point (1,...,1,00,...,00). We
—_—— Y——

p (N—p)
have solved this problem, found explicit analytic representation for the functions
L{ZS}}OO), and have proved that they constitute the complete system of solutions of
the above mentioned system of partial differential equations.

This work was supported by the Ministry of Education and Science of the Russian
Federation (the Agreement number 02.203.21.0008), by the Russian Foundation for
Basic Research (projects 16-01-00781, 16-07-01195), and by Program “Modern Prob-
lems in Theoretical Mathematics” of the RAS (project “Optimal algorithms for solving
problems of mathematical physics”).
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A Decomposition Result for Vector Fields in R’

S. Bianchini, P. Bonicatto
SISSA, Trieste, ltaly

Given a vector field p(1,b) € L (RT x RY R4*1) such that divy . (p(1,b)) is a
measure, we consider the problem of uniqueness of the representation 7 of p(1, b)£4+1
as a superposition of characteristics v : (¢7,t3) — R?, 4(t) = b(t,v(t)). We give
conditions in terms of a local structure of the representation n on suitable sets in
order to prove that there is a partition of R4*! into disjoint trajectories g, a € 2,

such that the PDE
dive, (up(1,b)) € M(R*1), u € LR x RY),

can be disintegrated into a family of ODEs along g, with measure r.h.s. The decom-
position g is essentially unique. We finally show that b € L} (BV, ). satisfies this
local structural assumption and this yields, in particular, the renormalization property
for nearly incompressible BV vector fields.
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On Differential Invariants of Quasilinear Second
Order Ordinary Differential Equations

P. V. Bibikov

Institute of Control Sciences, Moscow, Russia

Consider explicit ordinary differential equations y(™ = F(x,y,4/,...,5"1). Fol-
lowing Lie, any ODE of the first order is point equivalent to 3’ = 0 and any ODE
of the second order is contact equivalent to y” = 0 in a neighborhood of a regular
point. Thus the substantial issue is the classification of ODEs of the second order
with respect to the action of point transformations. Such classification was obtained
by A. Tresse [3] who calculated the algebra of differential subinvariants (the so-called
differential parameters) and B. Kruglikov [2] who calculated the algebra of absolute
differential invariants. Second order differential equations were also studied in many
other works.

But there are some singular classes of ODE which can not be classified in terms
of Tresse and Kruglikov. The most interesting one is the class of equations having
a cubic polynomial with respect to the first derivative on the right-hand side. These
equations are remarkable due to their relations with various geometrical issues such
as projective connections, geodesics, and others. Such equations were intently studied
in many works. This is due to the fact, in particular, that the solutions of these
equations provide examples of special functions. Among them there are also the
Painleve equations.

In his work we consider quasilinear second order differential equations, i.e. equa-
tions of the type v+ A(z,y)y’ + B(x,y) = 0. We will use the technique of differential
invariants and jets (details can be found, for example, in [1]).
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Theorem 1. The symmetry group G of the quasilinear second order differential
equations consists of transformations x — &(z), y — n(z)y + ((x), where &, n,

¢ € C(R).

Theorem 2. The field of differential invariants for the action of the symmetry
group G on the quasilinear second order differential equations is generated by five

differential invariants Jy, ..., Js of order 3 and two invariant derivations V1 and
V.

Now consider the restrictions of the invariants J;, ..., Js and their invariant
derivatives V;.J; on a given pair (A, B) of the coefficients of the differential equation
y"+ A(x,y)y'+ B(z,y) = 0. Then there are the following dependencies between them:

Ji = Fi(Jr, J2),  Vjdi = Fij(J1, J2). (1)

Theorem 3. Two non-degenerated quasilinear differential equations y"+ Az, y)y' +
B(z,y) = 0 and y" + A(z,y)y’ + B(z,y) = 0 are locally equivalent iff the sets of
dependencies (1) coincide: F; = F; and F;; = Fij.

This work is supported by RFBR, grant mol_a_dk 16-31-60018.
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A Priori Estimates and Ground States of Solutions of
Some Emden—Fowler Equations with Gradient Term

M.-F. Bidaut-Veron

University of Tours, Tours, France

Here we consider the nonnegative solutions of equations in a punctured ball
B(0, R)\ {0} C RY or in R¥, of the two types

—Au = uP|Vul|? (1)

where p+¢ > 1, and
—Au=uP + M|Vul?, 2)

where p,¢ > 1 and ¢ > 1 and M € R. We give new a priori estimates for the solutions
and their gradients, and also present the Liouville-type results. We use the Bernstein
technique and Osserman’s or Gidas—-Spruck’s type methods. The most interesting
cases correspond to 0 < g < 1 for equation (1) and ¢ = 2p/(p + 1) for equation (2).
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Convergence of the Solution of the Stefan Problem
with Two Small Parameters ¢, > as ¢, s — 0

G.|. Bizhanova
Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhsyan

We consider the two-phase multidimensional Stefan problem with two small pa-
rameters ¢ > 0 and » > 0 at the principal terms in the condition posed on the free
boundary. This problem is studied in the Holder spaces.

It is shown that the boundary layer does not appear as ¢ — 0, s — 0. The
convergence of the solution of the perturbed problem with ¢ > 0, 2 > 0 as ¢ —
0, >0, ¢ >0, 2 - 0; ¢ = 0, = 0 to the solutions of the problems with
e=0,2>0, ¢>0, =0, ¢ =0, 2 =0 is proved without loss of smoothness
of the given functions. Moreover, the partially or fully unperturbed problems are not
being solved but their solutions are obtained from the original perturbed problem with
e>0, »>0.

Dynamical Averaging with Respect to a
Non-Invariant Measure

M. L. Blank
Institute for Information Transmission Problems RAS, Moscow, Russia;
National Research University “Higher School of Economics”, Moscow, Russia

The classical Birkhoff ergodic theorem in its most popular version says that the
time average along a single typical realization of a Markov process is equal to the
space average with respect to the ergodic invariant distribution. This result is one
of the cornerstones of the entire ergodic theory and its numerous applications. Two
questions related to this subject will be addressed. First, how large is the set of typical
realizations, in particular, in the case where there are no invariant distributions?
Second, how is the answer connected to properties of the so called natural measures
(limits of images of “good” measures under the action of the system)?
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On Some Properties of Nodal Solutions for
Quasilinear Elliptic Problems

V. Bobkov

University of West Bohemia, Plzen, Czech Republic

S. Kolonitskii
St. Petersburg State University, St. Petersburg, Russia

Let © be a ball or a spherical shell in RN, N > 2. Consider the boundary value
problem
—Apu=f(u) inQ, w=0 ondQ, (1)

where Ayu := div(|Vu|P~2Vu) is the p-Laplacian, p > 1. The nonlinearity f : R — R
is assumed to be superlinear and subcritical (see [2]), with the model case f(u) =
|u|?2u, where 1 < p < ¢ < p*.

Problem (1) corresponds to the C! energy functional E : Wol’p(Q) — R defined as

E[u]:% /Q|Vu|pda:— [ Pu)de, where F(s) = /O T dt.

By definition, weak solutions of (1) are critical points of E.

We are interested in studying properties of least energy sign-changing (equiva-
lently, nodal) solutions of (1). Such solutions can be defined as minimizers of the
energy functional E over the nodal Nehari set

M :={ueWyP(Q): vt #£0, E'[uju® =0},
where u® := max{4u,0}. It was proved in [1] that any least energy sign-changing
solution of (1) is nonradial whenever p = 2. We generalize this fact to any p > 1 using
different arguments based on shape optimization techniques.

Theorem 1 (see [2]). Any minimizer of E over M is nonradial and has precisely
two nodal domains.

This result appears to be a corollary of a more general fact about monotonicity
of energy levels of least energy sign-changing solutions of (1) in eccentric spherical
shells with respect to the eccentricity.
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Current Challenges in Mathematical Modelling
of Immune Processes

G. A. Bocharov

Institute of Numerical Mathematics of the RAS, Moscow, Russia

Immunology as a scientific discipline studies the response of an organism to anti-
genic invasion, the recognition of self and nonself, and all the biological, chemical and
physical aspects of immune processes. Nonlinearity, threshold effects, feedback con-
trol loops, delays, compartmental organization, multi-scale regulation inherent in the
immune processes call for application of mathematics in modern immunology stud-
ies. Complex human diseases such as human immunodeficiency virus (HIV) infection
require the development of multi-scale models of the virus-host interaction [1]. An
integrative model of HIV infection based on a combination of ODEs, PDEs and agent-
based description of cells, viruses and cytokines is presented. It is applied to study
the sensitivities of infection dynamics to biophysical parameters characterizing the
transport and interaction processes, providing a basis for designing efficient therapies.

Optimal treatment of virus infections requires application of multiple drugs which
affects both the virus and the host organism physiology. Control approach for models
of virus infections formulated with the help of delay differential equations on the base
of optimal disturbances is described. The mathematical model of experimental infection
of mice with lymphocytic choriomeningitis virus (LCMV), which is a gold standard in
immunology, is considered. The state space of the model represents observable char-
acteristics of the infection, i.e., the virus, precursor and effector T cells populations,
and the cumulative viral load at time t: U(t) = [V (¢), E,(t), Ee(t), W(t)]T. According
to the model [2], their evolution is described by a system of nonlinear delay differential
equations

%U(t):F(U(t),U(t—T),U(t—TA)), t>0. (1)

The initial value problem (IVP) requires that the U(¢) is specified for —74 < ¢t < 0.
System (1) is positively invariant. The solution of the IVP exists and is unique globally
on [0,+00). A new method for constructing the multi-modal impacts on the immune
system in the chronic phase of a viral infection, based on the mathematical models
with delayed argument, is formulated. The so-called “optimal disturbances,” widely
used in the aerodynamic stability theory for models without delays, are constructed
for perturbing the steady states of the dynamical system in order to maximize the
perturbation-induced response. An algorithm for computing the optimal disturbances
is proposed. The concept of optimal disturbances is generalized to the systems with
the delayed argument.

The work on multi-scale HIV infection model was supported by the Russian Sci-
ence Foundation (Gr. 15-11-00029), the work on optimal disturbances was supported
by the Russian Foundation for Basic Research (Gr. 16-01-00572, 17-01-00363).
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Behavior of Strong Solutions to the Oblique
Derivative Problem for Elliptic Second-Order
Equations in a Domain with Boundary Conical Point

M. Bodzioch, M. Borsuk
University of Warmia and Mazury in Olsztyn, Olsztyn, Poland

We study the behavior of strong solutions to the oblique derivative problem for
second-order elliptic equations in a neighborhood of a conical boundary point of an
n-dimensional bounded domain.

Let G C R™ be a bounded domain with boundary OG that is a smooth surface
everywhere except at the origin O € 9G and near O it is a conical surface. We
consider the following semi-linear

0 ()11, + @' ()uy, +alw)u(z) = h(u) + f(@), =€,
w> ao(z)u(@)[u(z)[*1, g€ (0,1), (SL)
05 ()2 + o ula) = 9(2), € G\,

and quasi-linear

{ A (@, U, Ug YU, 0, + (T, u,) =0, ¥ =al', x €@,

24 4 (@) 22 + Ay(w)u = g(a), veocro, (@D

elliptic problems, where 7 denotes the unit exterior normal vector to OG\O and
(r,w) are spherical coordinates in R™ with pole O; repeated indices are understood as
summation from 1 to n. If ¢ = 1, then problem (SL) becomes a linear one (see [1],
(2]).

For problems (SL) and (QL), we establish exponents of decreasing rates of solu-
tions near the conical boundary point, i.e. we show that |u(z)| = O (|z|*) with exact
exponents A (see [3], [4]).
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Mathematical Theory Problems of Diffraction on
Bodies with Metal and Dielectric Edges

A. N. Bogolyuboy, I. E. Mogilevsky

Lomonosov Moscow State University, Moscow, Russia

It is well known that the presence of salient points in the boundary can lead to
singularities of solutions and to difficulties in the use of numerical methods.

Elliptic boundary value problems describing the electromagnetic field in waveg-
uides having edges on their boundaries were studied in [1], where an asymptotic
representation of the solution was obtained by the method first offered by V.A. Kon-
drat’ev for solutions of elliptic differential equations [2].

In this work, the method of construction of asymptotic representation for the
solution in a vicinity of a silent point is applied to the problem of electromagnetic
diffraction on a dielectric wedge structure. Let the permeability of the medium filling
the waveguide be p(z,y) = 1, while the permittivity e(x,y) be a piecewise constant
real function. The field satisfies altogether the Maxwell equations system

rotE = ikH, (1)
rotH = —ikeE,
where k = 2 is the wave vector, and the conjugation conditions are the following:
c
(-n)]lc =0, [(Hxn)]l =0, o
[(EE n)[o =0, [(Exn)]|,=0,

where C' is the permittivity discontinuity plane and n is the normal vector to the plane
of discontinuity. The field is represented in the form of the sum of the incident plane
wave and the diffracted field,

E=Eo+E, H=H,+H.

Sommerfeld’s conditions for the diffracted field at infinity and Meixner’s conditions
for the whole field in the vicinity of the edge are applied.
The radial component of an electric field asymptotic representation is

Ei(r,)= Y ™ {Chcos|(m — )ui] + Dy cos[(m — lwo — @) ]} + R(r, ),

O<rp<1

where vy, are the roots of the equations sin 7y & acsin (v, — vpwp) = 0 and wy is the
angle of the dielectric edge.

An asymptotic representation for electromagnetic field in the vicinity of the metal-
dielectric edge in a waveguide has also been constructed.

This work was supported by the Russian Foundation for Basic Research, projects
No. 15-01-03524 and No. 16-01-00690.
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Method of Discrete Sources for Scattering Problem in
Plane Channel with Sharp Corners

Ya. L. Bogomolov, M. A. Borodov, A.D. Yunakovsky, V. Yu. Zaslavsky

Institute of Applied Physics, Russian Academy of Sciences, Nizhny Novgorod, Russia

Considered waveguides with sharp corners, it is very difficult to find a suitable
numerical method due to singularities of an electromagnetic field at the corners. The
most of the methods and commonly used numerical codes (packages) are limited in
accuracy. The method of discrete sources (MDS) seems to be the most promising one
for channels with sharp corners.

In the MDS, the unknown is sought as a linear combination of the Green (source)
functions for some envelope domain (with respect to the domain considered). Plug-
ging such a representation into the boundary conditions, we arrive at a set of linear
algebraic equations (SLAE). The resulting matrices of SLAE for sharp boundaries are
often very large, that is why the most of numerical algorithms are time consuming
and their accuracy may be limited. Effectiveness of the MDS depends essentially
on the source placement. A new ”dipole” source allocation in the neighbourhood of
the sharp points is suggested. It requires substantially smaller matrices and leads to
significantly higher accuracy in comparison with other methods.

The model plane scattering problem in a strip region with a sharp ledge is consid-
ered. It is governed by the Helmholtz equation together with the Neumann condition
on the boundary and the radiation condition at infinity. Numerical results demonstrate
the effectiveness of the proposed idea in comparison with some other commonly used
numerical codes (packages).

Lie Group Analysis of an Optimization Problem for a
Portiolio with an Illiquid Asset

L. A. Bordag
University of Applied Sciences Zittau/Gorlitz, Zittau, Germany

I. P. Yamshchikov!
Max Planck Institute for Mathematics in the Sciences, Leipzig, Germany

IThis research was supported by the European Union in the FP7-PEOPLE-2012-ITN Program under
Grant Agreement Number 304617 (FP7 Marie Curie Action, Project Multi-ITN STRIKE - Novel Methods
in Computational Finance).
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Working in Merton’s optimal consumption framework with continuous time, we
consider an optimization problem for a portfolio with an illiquid, a risky and a risk-
free asset. Our goal in this paper is to carry out a complete Lie group analysis of PDEs
describing value function and investment and consumption strategies for a portfolio
with an illiquid asset that is sold in an exogenous random moment of time 7" with a
prescribed liquidation time distribution. The problem of such type leads to the three-
dimensional nonlinear Hamilton—-Jacobi—Bellman (HJB) equations. Such equations
are not only tedious for analytical methods but are also quite challenging from the
numeric point of view. To reduce the three-dimensional problem to a two-dimensional
one or even to an ODE, one usually uses some substitutions, yet the methods used to
find such substitutions are rarely discussed by the authors.

We use two types of utility functions: general HARA type utility and logarithmic
utility. We carry out the Lie group analysis of the both three-dimensional PDEs and
are able to obtain the admitted symmetry algebras. Then we prove that the algebraic
structure of the PDE with logarithmic utility can be seen as a limit of the algebraic
structure of the PDE with HARA-utility as v — 0. Moreover, this relation does not
depend on the form of the survival function ®(¢) of the random liquidation time 7. We
find the admitted Lie algebra for a broad class of liquidation time distributions in the
cases of HARA and log utility functions and formulate corresponding theorems for all
these cases.

We use the Lie algebras found to obtain reductions of the studied equations. Some
of similar substitutions were used in other papers before, whereas others are new to
our knowledge. This method gives us the possibility to provide a complete set of
non-equivalent substitutions and reduced equations.

We also show in [1] that if and only if the liquidation time defined by a survival
function ®(¢) is distributed exponentially, then for both types of the utility functions
we get an additional symmetry. We prove that both Lie algebras admit this extension,
i.e. we obtain the four-dimensional L¥ 474 and LL9¢, correspondingly, for the case of
exponentially distributed liquidation time. We list reduced equations and corresponding
optimal policies that tend to the classical Merton policies as illiquidity becomes small.
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On Spectral Gaps for Some Periodic Operators
in a Strip

D. l. Borisov
Institute of Mathematics, Ufa Scientific Center, Ufa, Russia;
M. Akhmulla Bashkir State Pedagogical University, Ufa, Russia;
University of Hradec Krélové, Hradec Kralové, Czech Republic

Let 2 = (21, 72) be Cartesian coordinates in R?, I := {x : 0 < x5 < 7}, and ¢ be
a sufficiently small positive number. We denote O, := {z : |z1]| < em, 0 < 2o < 7}
and L. a symmetric operator in Lo(CJ.) bounded for each considered value of . Since
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the restrictions of the functions in Lo(IT) to O, belong to Lo(CJ.), the operator L.
can be applied to the functions in Lo(IT). The result of the action is then extended by
zero outside O.. After such continuation, the operator £. can be regarded as acting
in Lo(IT). Let S(n) be the shift operator in Ly(II): (S(n)u)(x) = u(ry — 2emn, z3).
By V. we denote the following operator in Lo(II):

V. = %3(—71)1:55(71).

This operator is symmetric, bounded and periodic; the latter is understood in the sense
of the identity
VeS(p) =S(p)Ve, peZ

We consider the periodic operator in the strip II
He = -A+ V. (1)

subject to the Dirichlet condition. It is treated as an unbounded operator in Lo(II) on
the domain W3 (II), which is the Sobolev space of the functions in Wi (II) vanishing
on OII. This operator is seli-adjoint and lower-semi-bounded.

We denote
we, = sup  (Lew,u) .y — infD (Leu,u) @y
w€Ly(Oe) u€La( 5)71
HUHLZ([]E):l ”uHLz(Da)7

Let o () denote the spectrum of an operator and [-] an integer part of a number.
Our main result is as [ollows.

Theorem 1. Let € < &g, €2w,, < by, where

by 3 5v'14
— < 24,, =
6o+ 77 <24 A= g T
Denote
Ao + 1/ A% — Sboe — 4e?

=T 2 '

Then the part of the spectrum
K.+ 1)?
<_oo, W] o (H.)
€

of the operator H. contains no internal gaps.

The research is supported by the grant of the Russian Science Foundation (project
No. 17-11-01004).
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Pseudo-Suspensions and Anosov—Katok Fast
Approximation Method

J. Boronski
University of Ostrava, Ostrava, Czech Republic

A. Clark

University of Leicester, Leicester, UK

P. Oprocha
AGH University of Science and Technology, Krakéw, Poland

In our talk, we present a method of pseudo-suspensions generalizing classical sus-
pension flows. Combined with Handel’s application of the Anosov-Katok fast approx-
imation method, this method allows one to construct the first example of hereditar-
ily indecomposable continuum supporting homeomorphism of finite non-zero entropy.
This way we solve the long time open question and provide at the same time a new
tool in construction of dynamical systems with invariant sets of complicated structure.
[f time permits, we also comment on other possible applications of this technique.

Spectral Stability of Solitary Waves in the Nonlinear
Dirac Equation in the Nonrelativistic Limit

N. Boussaid
Université Bourgogne — Franche-Comte, Besanson, France

A. Comech

IITP, Moscow, Russia;
Texas A&M University, College Station, Texas, USA

We consider the nonlinear Dirac equation in R™, n > 1, with the scalar seli-
interaction, known as the Soler model [4, 6]:

1040 = Diptp — F(V*BY)BY,  Y(x,t) €CN, =z €R™,

where the Dirac operator is D,,, = —ia -V + m, m > 0, with the self-adjoint N x N
Dirac matrices a = (a)1<,<, and 3 chosen to have D2, = —A-+m?. The nonlinearity
is represented by a real-valued function f € C1(R\{0}) such that f(7) = |7|¥+O(|7|¥)
fort— 0, with0<k < K.

We study the point spectrum of the linearization at a solitary wave solution
¢ (r)e ™t focusing on the spectral stability, that is, the absence of eigenvalues with
nonzero real part. For n =1 and n > 3, we prove the spectral stability of solitary
waves in the nonrelativistic limit w < m for the charge-subcritical cases k¥ < 2/n and
for the “charge-critical case” k = 2/n (if K > 4/n). For technical reasons, we can not
consider the values k£ 2 0, and we only have partial results in the dimension n = 2.

An important part of the stability analysis is the proof of the absence of bifurcations
of nonzero-real-part eigenvalues from the embedded threshold points at £2mi. Our
approach is based on constructing a new family of exact bi-irequency solitary wave
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solutions ¢, (x)e ™ +x,, (x)e? in the Soler model, on using this family to determine
the multiplicity of +2wi eigenvalues of the linearized operator, and on the analysis
of the behaviour of “nonlinear eigenvalues” being characteristic roots of holomorphic
operator-valued functions [5].

The talk is based on papers [1, 2] and preprint [3].
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Phase-lock in the Josephson Effect Model
and Double Confluent Heun Equations

V. M. Buchstaber
Steklov Mathematical Institute of the RAS, Moscow, Russia;
All-Russian Scientific Research Institute of Physical-Technical and Radiotechnical
Measurements, Mendeleevo, Russia

A. A. Glutsyuk
CNRS — Unit of Mathematics, Pure and Applied, Lyon, France;
National Research University “Higher School of Economics”, Moscow, Russia

The talk is focused at the family of double confluent Heun equations
2B+ (nz+p(l—22)E' + (AN —pnz2)E=0; n,\pucC, u#0. (1)

This is a classical family of linear differential equations in complex time z that have
only two singular points (zero and infinity): both of them are irregular. The restriction
of this family to the real parameters and real time 7, z = €T, is the linearization of
the family of non-linear differential equations on the two-torus

wh = —sined + lw+ 2uwcost, =1 (2)
used in the model of the overdamped Josephson effect in superconductivity. Here
l=n—1, 4>\ +p?) =1, v(z) = e " E(2), 2wz (2)e’?TE) = y(2).
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The parameter w has the physical meaning of the exterior force frequency. We restrict
this family to a hypersurface w = const > 0 and consider the function p = p(I, u) that
associates to any real values of the parameters the rotation number of the correspond-
ing flow of system (2). The phase-lock areas are the level sets of the function p that
have non-empty interiors. The problem to describe the structure of the phase-lock
areas is motivated by physical problems on the structure of the super-current through
the Josephson junction. For general families of dynamical systems on the two-torus,
the problem to describe the boundaries of the phase-lock areas is known to be very
complicated. In the present talk, we will describe the results on the phase-lock areas
obtained via methods of complex analysis that essentially use specific properties of
the underlying real dynamics of system (2). In this system, the phase-lock areas exist
only for integer values of the rotation number. The complement to them is an open set
U. The restriction p|y is an analytic submersion that induces its fibration by analytic
curves. Our main result is an explicit transcendental functional equation relating the
monodromy eigenvalues and the parameters of the Heun equations (1). Its proof is
based on studying the corresponding linear three-term relations and applying ideas
of hyperbolic dynamics to them. As an application, we obtain the description of the
union of boundaries of the phase-lock areas as solutions of an explicit functional equa-
tion obtained from the previous one. We formulate open questions and conjectures,
including questions about physically important asymptotics, as w — 0.
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The Space of Symmetric Squares of Hyperelliptic
Curves: Infnite-Dimensional Lie Algebras and
Polynomial Integrable Dynamical Systems on C*

V. M. Buchstaber
Steklov Mathematical Institute of the RAS, Moscow, Russia;
All-Russian Scientific Research Institute of Physical-Technical and Radiotechnical
Measurements, Mendeleevo, Russia

A.V. Mikhailov
University of Leeds, Leeds, UK

We construct Lie algebras of vector fields on universal bundles of symmetric
squares of hyperelliptic curves of genus g = 1,2,..., see [1]. For each of these Lie
algebras, the Lie subalgebra of vertical fields has two commuting generators, while the
generators of the Lie subalgebra of projectable vector fields determines the canonical
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representation of the Lie subalgebra with generators Lo, ¢ = —1,0,1,2,..., of the
Witt algebra. The vertical vector fields yield two commuting integrable polynomial
dynamical systems on C*, while the projectable fields provide us with the Lie algebra
of derivations of the solutions with respect to the curve parameters. The method can
be extended to higher symmetric powers and more general algebraic curves.
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Conditional Measures
of Determinantal Point Processes:
the Gibbs Property and the Lyons—Peres Conjecture

A.l. Bufetov
Steklov Mathematical Institute of the RAS, Moscow, Russia;
French National Center for Scientific Research (CNRS), Paris, France

Determinantal point processes arise in many different problems: spanning trees and
Gaussian zeros, random matrices and representations of infinite-dimensional groups.
How does the determinantal property behave under conditioning? The talk will first
address this question for specific examples such as the sine-process, where one can
explicitly write the analogue of the Gibbs condition in our situation. We will then
consider the general case, where, in joint work with Yanqi Qiu and Alexander Shamov,
proof is given of the Lyons—Peres conjecture on completeness of random kernels.

The talk is based on the preprint arXiv:1605.01400 as well as on the preprint
arXiv:1612.06751 joint with Yanqi Qiu and Alexander Shamov.

Integral Transforms Framework to Solve the Field
Equations of the Space-Time!

F. Bulnes
TESCHA, Chalco, Mexico

Equivalence spaces modulo congruence relations on field solutions are constructed
through integral transforms whose cohomology class H*(M, Q) establishes equiva-
lences between algebraic objects of an adequate Oper, on the Lie algebra g, and
geometrical objects such as holomorphic complex bundles as moduli stacks of dif-
ferent physical phenomena of the space-time [1]. Likewise, the field solutions are
constructed using specifically sheaves corresponding of differential operators on co-
herent D— modules to generalize some specific cohomologies as for example, the

IPostdoctoral research granted and supported by State of Mexico government and scientific council
COMECYT/7001-2016.
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generalizing of the BRST— cohomology in quantum field theory, where the obtained
development includes complexes of D— modules of infinite dimension. Then the in-
tegrable systems class could be extended to the field equations and their solution
through integral transforms for the space-time whose cohomology is an extension of
H* (M, O) (hypercohomology [2]), and with it the measurement of many of their field
observables [1]. Using the analysis on flat and curved differential operators, the inte-
grability notion to these operators complete a classification of the differential operators
for the different field equations on the base of Verma modules that are classification
spaces of SO(1,n + 1), where elements of the Lie algebra sl(1,n + 1), are the differ-
ential operators of the equations to the space-time [3], [4]. The cosmological problem
that exists is to reduce the number of field equations that are resoluble under the
same gauge field (Verma modules) and to extend the gauge solutions to other fields
using the topological groups symmetries that define their interactions. Likewise,
is designed and determine a Penrose transform to achieve an isomorphism of type
H*(M,Q"® L) = Ker(U,0 + Q), where 0 + Q is the new connection considering the
corresponding Langlands parameter to regularize the connection given by the global
Langlands category of sheaves Locr,(D*), to elements Q € Dgrsr, in the Penrose
transform problem when we want obtain the functor ® +Geometrical Hypothesis, to
the extension problem of solutions [4]. From a point of view of the Deligne theorem,
is to find a connection that involves the Deligne connection adding other connection
such that V,, satisfies Vpejigne + Vs = @prsr(Oper), to certain Oper, calculated
by a local geometrical Langlands correspondence, designed this, by the same integral
transforms acting on ramifications of a category of Hecke Hq x,VA € b*, on G/B.
The differential operators can be considered to this case, twisted differential operators
on the moduli Bung.
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Sharp Spectral Stability Estimates for Higher Order
Elliptic Differential Operators

V.I. Burenkov
RUDN University, Moscow, Russia

We consider the eigenvalue problem for the operator

Hu=(-1)™ Z D* (Aag(:v)Dﬂu) , T €,

jal=18l=m

subject to homogeneous Dirichlet or Neumann boundary conditions, where m € N,
Q is a bounded open set in RY and the coefficients A,z are real-valued Lipschitz
continuous functions satisfying A,g = Ag, and the uniform ellipticity condition

Y Aws(@)ats > 0l

|l =[B|=m

for all x €  and for all £, € R, |a] = m, where 6 > 0 is the ellipticity constant.

We consider open sets €2 for which the spectrum is discrete and can be represented
by means of a non-decreasing sequence of non-negative eigenvalues of finite multi-
plicity A1[Q] < A2[Q] < -+ < M\ [Q] < ... Here each eigenvalue is repeated as many
times as its multiplicity and nlgrolo Q] = 00.

The aim is sharp estimates for the variation |A,[Q1] — A, [Q2]] of the eigenvalues
corresponding to two open sets €;, Q9 with continuous boundaries, described by
means of the same fixed atlas A.

There is vast literature on spectral stability problems for elliptic operators. How-
ever, very little attention has been devoted to the problem of spectral stability for
higher order operators and in particular to the problem of finding explicit qualified
estimates for the variation of the eigenvalues.

Our analysis comprehends operators of arbitrary even order, with homogeneous
Dirichlet or Neumann boundary conditions, and open sets admitting arbitrarily
strong degeneration.

Three types of estimates will be under discussion: for each n € N there exists some
¢n, > 0 depending only on n, A, m, 0, and the Lipschitz constant L of the coefficients
Aqnp, such that

|A7L[Ql] - An[QQH < CndA(Qla Q2)a

where d 4(21,2) is the so-called atlas distance of Q; to Qo;
IAn[Q1] = An[Q2]| < enw(dyp (021, 090)),

where dyp(021,002) is the so-called lower Hausdoff-Pompeiu deviation of the
boundaries 9 and 09y and w is the common modulus of continuity of 9€; and
0f9; and, under certain regularity assumptions on 9€; and 0€s,

[An Q1] — An[Q2]| < cpmeas (21 AQ5),

where Q1AQs is the symmetric difference of Q; and Q.
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On Equivariant Boundary Value Problems and Some
Applications

V. P. Burskii

Moscow Institute Physics and Technology, Moscow, Russia

Let Q be an arbitrary bounded domain in the space R™ with the boundary 02 and
L =30 1<m dal(z)DY, DY = (—i0)lol Jox{r..0xn, o € T, o] = Y, v, be some for-
mally self-ajoint differential operation with smooth complex matrix coefficients a, (),
i.e. their elements belong to C°°(Q2). Let Ly and L = (Lg)* be the minimal and the
maximal operators for £ with domains D(Lg) and D(L), C(L) = D(L)/D(Lg) be
the boundary space, and I : D(L) — C(L) the factor-mapping. The boundary value
problem Lu = f,Tu € B C C(L) is called well-posed if the corresponding expansion
Lp = L|p(1y), D(Lp) =T"'B has a continuous two-sided inverse operator.

Let G be a Lie group acting smoothly in the closed domain © and on the boundary
01, and let this action preserve the volume of the domain. Let the differential oper-
ation £ be invariant with respect to the group action, that is g(Lu) = L(gu). Then
the spaces D(L), D(Lg),C(L) are invariant with respect to the action of the group
G. The boundary value problem Lu = f, Twu € B, is called G-invariant if the space
B is invariant with respect to the action of G. If the group G is compact, then, as
is well known, the Hilbert representation space is decomposed into the direct sum of
finite-dimensional invariant subspaces of irreducible representations. And if the group
is also commutative, then such representations are one-dimensional. Let the repre-
sentation space of the group G be the boundary space C(L). If the group is compact,
then we have the decompositions

C(L) =Y 32, ®C*, C(kerL) = > 32, ®C*(kerL), B = Y72 @B

If our G-invariant boundary value problem is well-posed, then the decomposi-
tion into the direct sum C(L) = C(kerL) & B appears as decompositions into the
direct sums C* := C¥(kerL) ® B* = Y,C* with finite-dimensional projectors
% . C* — C*(kerL) along B*, and thus the check of well-posedness of the G-
invariant boundary boundary value problem is reduced to verification of the
following two properties:

1) C*(kerL) N B* =0; 2) 3¢ >0, V&, ||[TT¥||ck < 2.

About applications. We investigate the spectrum of the general well-posed SO-
equivariant boundary value problem for the Poisson equation in a disk and in a ball,
distinguishing violation of well-posedness of the same problem for the Helmholz equa-
tion as violation of exactly the first property. For the fulfilment of the second one
is a consequence of well-posedness of the problem for the Poisson equation. One
more application is related to the quantum mechanics. We consider the Schrodinger
equation for a hydrogen-like atom with Coulomb potential and non-point ball nucleus.
The eigenvalues and eigenfunctions of the operator given by an arbitrary rotation-
invariant boundary value problem on the spherical boundary of the nucleus are found.
The eigenvalues prove to be independent on the choice of any such boundary value
problem, being the same as for the point nucleus, although the corresponding eigen-
functions are essentially different.
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Chernoff Approximation of Solutions of
Integro-Differential Evolution Equations
Corresponding to Subordinate Markov Processes

Ya. A. Butko

Saarland University, Saarbriicken, Germany

An evolution semigroup (e'*), _ ~with a given generator L (on a given Banach

space), on the one hand, allows one to solve an initial (or initial-boundary) value
problem for the corresponding evolution equation %’; = Lf and, on the other hand,
defines the transition probability P(¢,z,dy) of an underlying Markov process (&;):>0
(if there is any) through el f(z) = E*[f(&)] = [ f(y)P(t,z,dy). One of the ways to
construct a strongly continuous semigroup is given by the procedure of subordination.
From two ingredients: an original strongly continuous contraction semigroup (73):>0
and a convolution semigroup (1:):>o0 (of measures) supported by [0,00), this proce-
dure produces the so-called subordinate semigroup (T}")¢zo with T;" := [ Tyn(ds).
If the semigroup (7});»0 corresponds to a Markov process (X;);>o, then the subor-
dinate semigroup (7}");>o corresponds to the random time-change of (X;):>0 by an
independent a.s. increasing Lévy process (subordinator) related to (7;)¢>0. For ex-
ample, spherically symmetric stable processes can be obtained via subordination of
Brownian motion, and hence fractional Laplacians are generators of the corresponding
subordinate heat semigroups.

If (T})i>0 is not known explicitly, then (7)"):>¢ is also unknown. Moreover, the
generator L7 of (T}");>0 is not known explicitly too since L” is given through the
semigroup (T}):>o0 itself by means of the identity

L1 = ~of +2Lof + [ (L.f = Du(ds)
0+
where Lj is the generator of (T})i>0 and (o, A, p) are the Lévy characteristics of
the subordinator. Therefore, L" is an integro-differential operator, and the semigroup
(T{")¢=0 resolves the corresponding integro-differential evolution equation % =L"f.

In the talk, it is planned to present the technique of approximating subordinate
semigroups (7}");>o in the case when the original semigroups (7});>0 are not known
but are already approximated by means of the Chernoff Theorem. This theorem pro-
vides conditions for a family of bounded linear operators (F(¢))¢>0 to approximate the
considered semigroup (e'*),., via the formula €' = lim,_,[F(t/n)]". This for-

mula is called the Chernoff approximation of the semigroup (etL)t>O by the family
(F'(t))i>0. If families (F(t));»0 are given explicitly, the expressions [F'(t/n)]™ can
be directly used for calculations and hence for simulations of underlying stochastic
processes. Moreover, if all operators F'(t) of a given family (F'(t));>o are integral
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operators with elementary kernels (or pseudo-differential operators with elementary
symbols), then the identity e!’ = lim,, o [F(t/n)]" leads to a representation of the
semigroup (etL)t>O by limits of n-fold iterated integrals of elementary functions when
n tends to infinity. Such representations are called Feynman formulae; the limits
in the Feynman formulae usually coincide with functional (path) integrals with re-
spect to probability measures (Feynman-Kac formulae) or with respect to Feynman
pseudomeasures (Feynman path integrals). Therefore, the method of Chernoff approx-
imation allows us also to establish new path-integral-representations for solutions of
evolution equations; different Chernoff approximations (in the form of Feynman for-
mulae) for the same semigroup allow us to establish relations between different path
integrals. One further advantage is that the method is applicable for a broad class of
evolution semigroups corresponding to different types of dynamics on different geo-
metrical structures. For examle, the presented technique allows us to construct Cher-
noff approximations and, in particular, Feynman formulae for subordinated diffusions
and subordinate Feller type jump processes in RY, metric graphs, and Riemannian
manifolds.
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How HPV Causes Immune Suppression to Inflict
Papilloma — A Control Based Approach

S. Chakraborty, K. R. Priti

Jadavpur University, Kolkata, India

Cervical cancer results when epithelial cells of cervix were infected by Human
Papilloma Virus (HPV). Healthy Cervical cell is exposed to the free HPV virus during
infection, although progression of cancer develops when the infected cells perform
immunosuppression by escaping the immune vigilence. Dendritic cells play a crucial
role in controlling the early infection of virus by performing Cytotoxic T Lymphocytes
(CTL) generation with successful triggering of viral signatures to efficiently killing of
the infected cells. New virus are produced from the dead infected cells upon lysis. In
fact, the cancerous cells cannot produced new virus. However, dead cancerous cells
were scavenged by the lysogenic Langerhans cells (LCs), a larger form of DCs, which
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phagocytose the dead cells present in epithelial layer of the cervix and stimulates the
reservoir DCs for maturation and enhancing the CTL production. HPV can escape
such regulation by hiding within host cells to express infectivity later.

To explore the implications, we have formulated our mathematical model system
and studied the model by both analytical and numerical approaches consisting of six
compartments to describe the interactions between Human Papilloma Virus and three
classes of cervical cells (susceptible, infected, cancerous), Dendritic cells (DC) and
cytotoxic T lymphocyte (CTL). In our formulated system, we carried out local sta-
bility analysis and estimate the basic reproduction ratio(R0). Numerical studies in
this system carried out to screen the regulatory role of DC in containing the cancer
progression by enhancing the CTL autolytic activity.

Our results reflects new insights on the disease progression and how we could
restrict the cancer development by enhancing CTL cells through interaction with DCs.
Here we extend our work and formulate a set of differential equations to study the
effect of chemotherapy on cancer cells of an infected individuals and simultaneously
enhance the CTL killing effect. We incorporate a control strategy through drug
treatment, which reduces the infected cell population studied both in implicit and
explicit forms. Our study reveals that imposing the control function can reduces the
cancer cell population much more efficiently.

On Homogenization of Random Attractors
G. A. Chechkin

Lomonosov Moscow State University, Moscow, Russia

V. V. Chepyzhov
Institute for Information Transmission Problems, Moscow, Russia;
National Research University Higher School of Economics, Moscow, Russia

In this talk, we consider autonomous and non-autonomous 3D Navier-Stokes sys-
tems and we assume that the right-hand sides g (2, £,w) or g (=, £,w) of the systems
are random functions rapidly oscillating with respect to the spatial or time variables.
Here w is an element of the standard probability space (2, B, u). The parameter € > 0
characterizes the oscillation frequency.

In the second part of the talk, we study asymptotic behavior of trajectory attractors
of autonomous reaction-diffusion systems with randomly oscillating terms (the right-
hand side and the reaction coefficient).

Along with such systems, we also consider the corresponding homogenized 3D
Navier-Stokes system with external force g"°™ (), where g"°™ () is the mathemat-
ical expectation of g (z,%£,w) or g (z,£,w) as ¢ — 0, and the respective homogenized
reaction-diffusion system with similar terms.

We prove that the trajectory attractor 2. of the system with randomly oscillating
term converges almost surely as ¢ — 0 to the trajectory attractor 2 of the homoge-
nized system in an appropriate functional space.

The work is partially supported by the Russian Foundation for Basic Research
(projects no. 15-01-07920 and 17-01-00515) and the Russian Science Foundation.
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Multidimensional Shock Waves, Free Boundary
Problems and Nonlinear PDEs of Mixed Type

G.-Q.G. Chen
University of Oxford, Oxford, United Kingdom

In this talk, we discuss some of the most recent developments in the analysis
of multidimensional shock waves and related free boundary problems through several
longstanding fundamental shock problems in continuum mechanics. The mathematical
analysis of these free boundary problems involves dealing with several core difficul-
ties we have to face in the analysis of partial differential equations (PDEs). These
include nonlinear PDEs of mixed hyperbolic-elliptic type, nonlinear degenerate elliptic
PDEs, nonlinear degenerate hyperbolic PDEs, corner singularities (especially when
free boundaries meet the fixed boundaries where the nonlinear PDEs experience their
degeneracy), among others. These difficulties also arise in many further fundamen-
tal problems in continuum mechanics, differential geometry, mathematical physics,
materials science, and other areas. Some further developments, open problems, and
mathematical challenges in this direction are also addressed.

Asymptotic Expansion for the Number of Points
Moving along a Metric Tree

V.L. Chernyshev
National Research University “Higher School of Economics,” Moscow, Russia

A. A. Tolchennikov

A. Ishlinsky Institute for Problems in Mechanics RAS, Moscow, Russia

Let us consider a finite compact metric tree and the following dynamical system
(see [1]) on it. Let one point move along the graph at the initial moment of time.
If k& points come to the interior vertex of valence n at the same time, then n points
are released, i.e. one point corresponds to one edge. Reflection occurs in vertices of
valence one. Time for passing each individual edge is fixed. The problem is to analyze
the asymptotic behavior of the number N(¢) of such points on the graph as time ¢
increases (see [2] for details). Such dynamical system emerges while considering
the Cauchy problem for the time-dependent Schrodinger equation on hybrid spaces
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(see [3] and references therein). We find an asymptotic expansion for N(t) using
Barnes’ multiple Bernoulli polynomials (also known as Todd polynomials, see [4, 5, 6]
and reference therein). We prove that the second term is given by a quadratic form of
edge travel times. Moreover, the tree structure is uniquely determined by this form.

This work was supported by the Russian Science Foundation (grant number 16-
11-10069).

References

[1] Chernyshev V.L, Tolchennikov A.A. Asymptotic estimate for the counting prob-
lems corresponding to the dynamical system on some decorated graphs, Ergodic
Theory and Dynamical Systems, 1-12 (2017).

[2] Chernyshev V.L., Shafarevich A.l. Statistics of gaussian packets on metric and
decorated graphs, Philosophical transactions of the Royal Society A., 372,
No. 2007, 20130145 (2014).

[3] Chernyshev V.L., Tolchennikov A. A., Shafarevich A.1. Behavior of quasi-particles
on hybrid spaces. Relations to the geometry of geodesics and to the problems of
analytic number theory, Regular and Chaotic Dynamics, 21, No. 5, 531-537
(2016).

[4] Spencer D.C. The lattice points of tetrahedra, Journal of Mathematics and
Physics, 21, 24-32, 1942.

[5] Beck M., Bayad A. Relations for Bernoulli-Barnes numbers and Barnes zeta
functions, International Journal of Number Theory, 10, 1321-1335 (2014).

[6] Pukhlikov A.V., Khovanskii A.G., The Riemann-Roch theorem for integrals and
sums of quasipolynomials on virtual polytopes, Algebra i Analiz, 4, No. 4, 188-
216 (1992); St. Petersburg Math. J., 4, No. 4, 789-812 (1993).

Generalized Green Operator of Boundary-Value
Problem for Matrix Differential-Algebraic Equation

S. M. Chuiko

Donbass State Pedagogical University, Slavyansk, Ukraine
We study the problem of constructing solutions [1, 2, 3]
Z(t) € Chxgla,b] := C'la,b] @ R*7

to the matrix differential-algebraic linear boundary value problem

DZ(t) = AZ(t) + F(t), LZ()=%A, AR, (1)
Here ,
DZ(t):= > _ Si(t)Z't)Ri(t), AZ(t):=> O;()Z()¥;(t)

are matrix linear operators, S;(t), ®;(t) € R®*?, R;(t),¥;(t) € RY*°, and F(t) are
continuous matrices, £Z(-) is a boundary linear functional such that

LZ(): Cixﬂ[a;b} — RV
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and, moreover, «,f,7,0,u,v are arbitrary natural numbers. Matrix differential-
algebraic equation (1) generalizes conventional statements of problems for matrix
differential equations [2, 3] as well as differential-algebraic equations [4, 5]. On the
other hand, matrix differential-algebraic boundary value problem (1), (2) generalizes
conventional statements of Noetherian boundary value problems for systems of ordi-
nary differential equations [1].

We set forth solvability conditions and the construction of the generalized Green
operator for a matrix differential-algebraic linear boundary value problem. Sufficient
conditions of reducibility of a generalized matrix differential-algebraic operator to a
conventional differential-algebraic equation with the unknown column vector are es-
tablished.

The author was supported in part by the State Fund for Fundamental Research of
Ukraine, Grant No. 0109U000381.
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Existence of Stationary Solutions in Population
Dynamics and Their Optimization

A. A. Davydov
National University of Science and Technology “MISIS”, Moscow, Russia;
Lomonosov Moscow State University, Moscow, Russia;
International Institute for Applied Systems Analysis, Laxenburg, Austria

[t is quite natural to expect that population dynamics under a given stationary
exploitation mode converges to some stationary state. That is clear, for instance, in
the simplest case of a logistic model [1]. On the other hand, such a convergence could
be non-obvious and needs justification for models with more complicated dynamics
taking population structure, the law of emergence of a new generation, or some other
natural population characteristics into account (see, for example, [2], [3]).

We study essentially nonlinear models for dynamics of an exploited population.
The models consider competition between individuals in the integral form, which
could be symmetric or hierarchical, and also nonlinear influence of population density
and competition level on reproduction. Our models are very far generalizations of the
McKendrick-von Foerster model [4].
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For considered models we prove the existence of nontrivial stationary solutions
for a given stationary exploitation mode. We also show the existence of a mode
that provides maximum profit over all admissible modes on some of the respective
stationary solutions [5], [6]. The illustrated examples are also presented.

The work is done with partial financial support by Ministry of Education and
Science of the Russian Federation under project 1.638.2016/FPM and by the Russian
Foundation for Basic Research under grant 15-01-08075a.
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Constructive Solution of the Observation Problem for
the Wave Equation

M. N. Demchenko
St. Petersburg Department of Steklov Mathematical Institute of the Russian Academy
of Sciences, St. Petersburg, Russia

Consider the following initial boundary value problem for the wave equation:

utt_uww_uyyzoa (.lﬁ,y)E]R2, tER, (1)

uly—0 =0, uly=o = uo, Ut|t=0 =0, (2)

where R? := {(z,y)|z € R,y > 0}, and ug € C3(R%) satisfies u0|y:0 = (uo)yy|y:o -
0. We deal with the observation problem, in which the function ug is to be determined
from the function v := “y’U* where U is a bounded subset of the plane {y = 0}.
Taking into account the Dirichlet boundary condition in problem (1), (2), we see that
the function v determines the Cauchy data on U. Reconstruction of the solution u
(which is equivalent to reconstruction of the corresponding initial data wg) from the
Cauchy data given on a bounded subset of the plane {y = 0} is known to be an ill-
posed problem. We propose an algorithm which allows one to determine ug(zg, yo),
yo = 0, provided that the function v is given on the set

v {0l el <D (i —e) 0t <], DE =
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where « > 0. Namely, the following relation holds true:

wo(ao.90) = Jim | Kuw = ao.0.8)v(e. ) dodt, 3)

where the kernel K, is defined by

Ky (z,y0,t) :=

1 1 /2 1 2
e S Y e osins> ds
Vh(1 +iax) /o P ( 4h(1 +iaw) ( Yo > ]

73/2
(we assume Rey/1 + tax > 0). The set U depends on the coordinates xg, 39, and the
parameter «, which means that one can use the Cauchy data given on various sets to
determine (M) (.’1?0, y()).

A constructive solution of the observation problem for the wave equation was first
proposed by R. Courant. In contrast to (3), the scheme of R. Courant involves the
derivatives of all orders of the data. We also mention the inversion formula obtained by
A.S. Blagoveshchensky and F. N. Podymaka requiring the Cauchy data on the entire
space-time boundary rather than on a compact set.

The research was supported by the grant RFBR 17-01-00529-a.
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Isomorphism Theorems for a Class of Quasielliptic
Operators

G. V. Demidenko

Sobolev Institute of Mathematics, Novosibirsk State University, Novosibirsk, Russia

The paper is devoted to the theory of quasielliptic operators. We consider a class
of matrix homogeneous quasielliptic operators £(D,) with lower terms in the whole
space R™. This class belongs to the class of quasielliptic operators introduced by
L.R. Volevich [1]. Our aim is to study isomorphism properties of these operators in
function spaces. We consider a special scale of weighted Sobolev spaces Wzﬂq - (R™)
[2, 3] and investigate mapping properties of the operators £(D, ) in these spaces. We
indicate conditions for unique solvability of the quasielliptic systems in these spaces,
obtain estimates for solutions and formulate isomorphism theorems for the quasiellip-
tic operators. In order to obtain these results, we construct special regularizators for
the quasielliptic operators.

The first isomorphism theorems for matrix homogeneous elliptic operators were
proved by Y. Choquet-Bruhat and D. Christodoulou [4], R.B. Lockhart and
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R.C. McOwen [5]. The first isomorphism theorems for matrix homogeneous quasiel-
liptic operators were established in [6, 7]. The investigations of [6, 7] were continued
by G.N. Hile [8]. We consider a more general class of quasielliptic operators in this

paper.
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The Inverse Magnetoencephalography Problem and
Its Flat Approximation

A.S. Demidov

Lomonosov Moscow State University, Moscow, Russia

M. A. Galchenkova
Moscow Institute of Physics and Technology (State University), Moscow, Russia

Contrary to the prevailing opinion about the incorrectness of the inverse MEEG-
problem, we prove that it possesses a unique solution in the framework of the elec-
trodynamic system of Maxwell equations [1]. The solution of this problem is the
distribution y + q(y) of current dipoles of brain neurons occupying a region ¥ C R3.
It is uniquely determined by the non-invasive measurements of the electric and mag-
netic fields induced by the current dipoles of neurons on the patient’s head. The

solution can be represented in the form q = q* + pd oy where q* is a usual func-
Y

tion defined in Y, and pé‘ay is the §-function on the boundary of the domain Y with

a certain density p. However, in the case where the conductivity is assumed to be
the same everywhere (in the brain, skull, ambient air) and, in addition, the electric
and magnetic inductions are impossible to record in time, it is impossible to find q
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completely. Nevertheless, it is still possible to obtain partial information about the
distribution of q : Y 3y — q(y). This question is considered in detail in a flat model
situation.
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Boundary Value Problem for Second Order Quadratic
Ordinary Dififerential Pencil with Integral Boundary
Conditions

M. Denche, O. Zibouche

Universite Freres Mentouri, Constantine, Algeria

In this talk we study a regular second order quadratic ordinary differential equation
with weighted integral boundary conditions. Under some conditions on the weight
functions which accure in the integral boundary conditions, expressed in terms of the
values at the interval endpoints, we prove that the resolvent has a maximal growth.
Furthermore, the studied operator generates an analytic semigroup in Lp (0,1), p > 1.
The obtained results are then applied to the study of a nonlocal parabolic partial
differential equation with regular integral boundary conditions.
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Necessary Conditions in Optimal Control Problems
with Integral Equations on a Variable Time Interval

A.V. Dmitruk

Central Economics & Mathematics Institute of RAS, Moscow, Russia

N. P. Osmolovskii

University of Technology and Humanities in Radom, Poland

We study an optimal control problem with a Volterra-type integral equation,

(t) = x(to)+/t ft,s,2(s),u(s)) ds,

considered on a non-fixed time interval [to,t;], subject to endpoint constraints of
equality and inequality type, and the cost in the Mayer form. We obtain first-order
necessary optimality conditions for an extended weak minimum, the notion of which
is a natural generalization of the notion of weak minimum with account of time
variation. Following the tradition, we call them stationarity conditions. Their novelty,
as compared with those for problems on a fixed time interval is that the costate
equation and transversality condition with respect to time variable involve nonstandard
terms that are absent in problems with ODEs.

To be more precise, assuming that a process z°(t),u’(t), t € [to,1] provides the
extended weak minimum and introducing the costate variables 1, and v, correspond-
ing to x and ¢, respectively, we obtain the costate equations

Jals) = 1as) fuls, 5, 2%(s / Yalt) fualt, 5, (), u0(5))
duls) = als) fols, 5,2° / Y (t) falt,20(), 00 () b — 2 (5) F(s),
where F(s / fi(s,2,2%(2),u°(2)) dz, and the terminal transversality conditions

wz(tl) = _l:m? 1/%(51) = _lt1 + wz(fl)F(tAl)v

where (%o, zo, t1, 1) is the usual endpoint Lagrange function.

The proof is based on reducing the problem to a problem on a fixed time interval
and then using the general Lagrange multipliers rule. However, in contrast to prob-
lems with ODEs, this reduction leads to an integral equation of a more general form
than the standard Volterra-type equation, and this is the cause of appearance of the
new additional terms.
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Optimal Synthesis in the Simplified Goddard Problem
on a Constrained Time Interval

A.V. Dmitruk
Central Economics and Mathematics Institute, Russian Academy of Sciences, Moscow,
Russia

I. A. Samylovskiy

Lomonosov Moscow State University, Moscow, Russia

We consider the following optimal control problem (a simplification of the classical
Goddard problem on maximizing the height of vertical flight of a “meteorological
rocket” [1, 2]) on a constrained time interval:

§=u, s(0) =0, s(T) — max,
T=u—p)—g, z(0) =0, x(T) is free, ()
m= —u, m(0) =mgo, m(T)>=mr,

0<u<l, T<T,

Here, s(t) and z(t) are one-dimensional position and velocity of a vehicle, m(t) de-
scribes the total mass of vehicle’s body and fuel, u(t) is the rate of fuel expenditure,
g is a constant gravity force, and the function ¢(z) describes the “friction” (media re-
sistance) depending on the velocity. We assume that (see [3, 4]) ¢(0) =0, ¢'(z) >0
for all z,p(x) is twice smooth for x # 0, ¢”(x) < 0 for all x < 0 and ¢”(z) > 0 for all
x > 0, which, in particular, implies that ¢(a) works on decreasing the absolute value
of the speed |z|.

Using the Pontryagin maximum principle, we observe that an optimal trajectory
in (1) is either bang-bang or bang-singular-bang, and construct optimal synthesis in
the coordinate plane (z,T) w.r.t. the parameter v = my — my (treshold values 7., 7o,
and ~* are defined from the optimality conditions):

1. v € (0,7.] — the optimal trajectory is bang-bang with z(T") =0, T' < Ty,

(
2. v € (V«,70] — the optimal trajectory is bang-singular with z(T) =0, T < Ty,
3. v € (y0,7*] — the optimal trajectory bang-singular with z(Tp) > 0,
4. v € (y*,Tp] — the optimal trajectory bang-bang with z(Ty) > 0.
We also investigate evolution of the obtained synthesis w.r.t. the parameter g — 0.
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New Formulas for the Maslov Canonical Operator in
the Neighborhood of the Lagrangian Singularities and
Their Applications in the Linear Water Theory

S. Yu. Dobrokhotov
Ishlinskii Institute for Problems in Mechanics of Russian Academy of Sciences,
Moscow, Russia;
Moscow Institute of Physics and Technology, Moscow, Russia

The Maslov canonical operator [1] (a close object is the Fourier Integral Operator)
allows one to construct the asymptotic solutions of evolution and stationary problems
for the wide class of linear differential and pseudodifferential equations. The defini-
tion of the Maslov canonical operator is connected with Lagrangian manifolds in the
the phase space. In particular, the canonical operator gives the description of the
asymptotic solutions in the neighborhood of a caustic and a focal point (Lagrangian
singularities). Near these objects, the Maslov formulas have an integral form and
are based on partial Fourier transforms. The practical realization of such formulas
is quite complicated and includes the two following steps: 1) expression of the co-
ordinates on the appropriate Lagrangian manifold via certain momenta in the phase
space (which is not trivial as usual) and 2) the integration in these variables. We
suggest [2] a new construction based only on the integration in the coordinates on the
Lagrangian manifold. This allows one to simplify crucially the process of calculation
of asymptotic solutions in the neighborhood of caustic and focal points, establish the
relationship between the canonical operator and many special functions, and to extend
the application of the canonical operator. As an example, we consider the problem of
Airy-Bessel beams in optics [3] and the behavior of the front edge of a wave in the
linear water wave theory [4] .

This work was done together with V.E.Nazaikinskii and A.I. Shafarevich and was
supported by the Russian Scientific Fund (Project No. 16-11-10282)
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[4] Dobrokhotov S.Yu., Nazaikinskii V.E. Punctured Lagrangian manifolds and
asymptotic solutions of the linear water wave equations with localized initial con-
ditions, Math. Notes, 101, No. 6, 894-916 (2017).

Manifolds of Potentials and Eigenfunctions of
Periodic Eigenvalue Problems

Ya. M. Dymarskii

Moscow Institute of Physics Technology, Moscow, Russia

We consider the family

—y" + p(a)y = Ay y(0) — y(27) = ¥/ (0) — ¢/ (27) = 0 (1)

of periodic eigenvalue problems with 27-periodic real potential p € P := {C°(27) A

027r p(x)dz = 0} as a functional parameter. For any potential p, the spectrum of the

problem consists of isolated real eigenvalues, the multiplicity of each eigenvalue does
not exceed two, and the spectrum has the form

Xo(p) < AT (p) S AT (p) < ... <Ap(p) < Af(p) = oo

Let AX > 0 be a fixed number. We consider the submanifolds
Pu(AX) = {p € P| \f () — N; (p) = AN},

We provide the description of the analytic and the topological structures of Px(AN).
Also, we consider the manifolds of all eigenfunctions

2m
Y = {y € C?*(2n)| / y’dr =1 A I(p,\) € P x R: (1) is true}.
0

Let Y = {y € Y| A = NE(p)} and ¥;E(AN) = {y € Y[ AL (p) = A (p) = AN}, We
claim that if A\ > 0, then the manifolds Y, (A\) are diffeomorphic to Py(AN), and if
AN =0, then Y3(0) is trivially foliated over P;(0) with a circle as the standard fiber
of the bundle.
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The Generalized Concept of Integrability and
Dynamics of the Trace Map

L.S. Efremova
National Research Lobachevsky State University, Nizhni Novgorod, Russia

In [1], we extended the definition of integrability which is due to Grigorchuk
(see [2] for integrability of polynomial or rational maps), to the case of arbitrary
(maybe, even discontinuous) maps in the plane R2.

Trying to adapt our definition of integrability to the study of the trace map, we
generalize here our definition of integrability to an upper semicontinuous two-valued
map defined in a convex unbounded domain of the plane.

A criterion is proved for integrability of the above multivalued maps.

The obtained results are applied to a special upper semicontinuous two-valued map
connected with the trace map

F(z, y) = (zy, (x —2)?).

Studying the properties of this two-valued map makes it possible to describe the
structure of the nonwandering set of the above trace map in some unbounded subset
of the plane.

The methods are based on the use of geometric results obtained in [1] for the
above trace map.

This work is partially supported by the Russian Ministry of Science and Education
(grant No. 1.3287.2017/target part).
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A Fractional Dynamical System
Related to Tumor Cancer Evolution

M. M. El-Borai, Kh. EI-Said El-Nadi
Alexandria University, Alexandria, Egypt

In this article, we present a general fractional dynamical system related to can-
cer tumor. The considered model describes tumor—immune cell interactions using a
system of fractional order differential equations. The conditions for global stability of
cancer free state are studied.

In order to stabilize or completely eliminate the cancer, we suggest suitable choices
of functions and parameters in our fractional model. The suitable mathematical models
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of fractional dynamical systems explore important problems in biology. This tool is
an ever increasing towards shedding light on these nonlinear fractional systems. The
considered model incorporates tumor—immune interaction terms of a form that is
qualitatively different from those commonly used.
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New Discrete Hardy Inequalities
S. M. Farsani

Koosha College of Applied Science and Technology, Tehran, Iran

Let 0 < p,q < oo. In this paper, necessary and sufficient conditions are given for
the validity of discrete Hardy’s inequalities of the form

oo b(n) a % S %
(sz (z - m)f(m)) ) <o (z f”(n)w(n)>
n=1 n=1

m=1

for all f(n) > 0, where v(n),w(n) are weight sequences of positive numbers, b(n) is
a strictly increasing sequence of natural numbers and k(n,m) > 0 is non-decreasing
in n.
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A New Approach to Identification Problems for
Degenerate Evolution Equations

A. Favini

University of Bologna, Bologna, ltaly

A new approach to handle some identification problems for degenerate differential
equations is introduced. Various applications to PDEs are indicated.

On Dubovitskii—-Federer—Luzin Properties for Sobolev
and Holder Mappings

A. Ferone
Second University of Naples, Caserta, Italy

M. V. Korobkov

Sobolev Institute of Mathematics, Novosibirsk, Russia

A. Roviello

Second University of Naples, Caserta, Italy

The Morse-Sard theorem requires that a mapping v: R® — R™ is of class C*,
k > max(n—m,0). In 1957, Dubovitskii generalized this result by proving that almost
all level sets for a C* mapping has H"-negligible intersection with its critical set,
where v =n—m—k+1 and H" is the Hausdor{f measure. Here the critical set, or m-
critical set is defined as Z, ,,, = {z € R" : rank Vu(z) < m}. Another generalization
was obtained independently by Dubovitskii and Federer in 1966. Namely, they proved
for C* mappings v: R — R? and integers m < d that the set of m~—critical values
V(Zym) is Hi-negligible for go = m—1+2=22t1 They also established the sharpness
of these results within the C* category.

Here we formulate and prove a bridge theorem that includes all the above results
as partlcular cases: namely, if a function v : R® — R? belongs to the Holder class
Cke 0 < a <1, then for every ¢ >m — 1 the identity

HM (Zym N v (y) =0
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holds for H9-almost all y € R?, where
p=n—-m+1—(k+a)(g—m+1).

The result is new even for the classical C¥-case (when o = 0); a similar result is
established for the Sobolev classes of mappings Wj (R™, R%) with minimal integrability
assumptions p = max(1,n/k), i.e., it guarantees in general only the continuity of
a mapping. We cover also the case of iractional Sobolev spaces.

As a limiting case in this bridge theorem (for ¢ = m — 1), we also establish
a new coarea-type formula. Finally, we establish for Sobolev mappings the relative
analogs of the Luzin N-property with respect to lower dimensional Hausdorff measure.
We found the sharp version of these N-properties, and the corresponding nontrivial
counterexample for the limiting cases is demonstrated (based on the classical theory
of the lacunary Fourier series).

The proofs of the most results are based on our previous joint papers with J. Bour-
gain (Princeton) and J. Kristensen (Oxford), see [1, 2].

The authors were supported by the Russian Foundation for Basic Research (project
No. 17-01-00875).
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Study of m-Convex Hypersuriaces

N. V. Filimonenkova
Peter the Great Saint Petersburg Polytechnic University, Saint Petersburg, Russia

We consider a C2-hypersurface I' C R™ and the set of principal curvatures of T.
Recall that the sum of principal curvatures is the mean curvature and the product of
principal curvatures is the Gauss curvature of the hypersurface.

The pth order elementary symmetric function of principal curvatures is called the
p-curvature of I" and is denoted by k,, 1 < p < n—1. A hypersurface I' € R™ is called
m-convex at a point M e T" if k,(M) >0 forallp=1,2,...,m.

If a hypersurface is m-convex, then it is p-convex for all p =1,2,...,m—1. Notice
that a 1-convex hypersurface is just a hypersurface of the positive mean curvature and
any (n — 1)-convex hypersurface is strongly convex in the classical sense. Thus the
notion of m-convexity is a generalization of the classical convexity. It appeared at the
end of the twentieth century as a result of the successful application of Garding’s cones
[1] in the theory of fully nonlinear partial differential equations [2]. The solvability
condition of the Dirichlet problem for the m-Hessian equation in a bounded domain
Q C R"™ is expressed in terms of the (m — 1)-convexity of the boundary hypersurface
0Q.
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The systematic study of m-convex hypersurfaces is only just at the beginning. The
most complete overview of already accumulated facts and methods is available in [3].
Until now, one of the gaps in this theory has been the construction of the simplest
examples of m-convex hypersurfaces. This gap is filled in our research [4] where we
study m-convexity of multidimensional quadrics, paraboloids, and hyperboloids.

This work was supported by the RFBR grant 15-01-07650a.
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Fixed Points and Coincidences of Mappings on
Ordered Sets

T.N. Fomenko
Lomonosov Moscow State University, Moscow, Russia

The well-known fixed point theorems by Knaster—Tarski, Smithson, and Zermelo
(see, for example, [1, 2]) are classical results in the fixed point theory of mappings
of ordered sets. These results have a large number of various applications. As for
the coincidence theory of mappings between ordered sets, the first results in this area
were apparently obtained by A.V. Arutyunov, E.S. Zhukovskii, and S. E. Zhukovskii
in their joint works in 2013-2016 for the case of two mappings, one of which is a
covering, and the other one is an isotone mapping. In our papers with my graduate
student D.A. Podoprikhin [3, 4, 5], we have slightly refined some results obtained
by A.V. Arutyunov and coauthors and generalized them to the case of families of
multivalued mappings of ordered sets. The above-mentioned Zermelo theorem was
generalized by Y. Yachymski (see [1]). It should be noted that the results concerning
generalizations of the Knaster—Tarski and the Smithson theorems, on the one hand,
and the Zermelo theorem, on the other hand, do not follow from each other. So, the
question arises: is it possible to obtain fixed point and coincidence theorems implying
all the above-mentioned results? A positive answer to this question will be given in the
report. Fixed point and coincidence theorems implying all the above-mentioned results
will be formulated. The obtained results represent generalizations of the corresponding
results of [3, 4, 5]. It should be noted that in these theorems, the involved mappings
need not be coverings or isotone mappings. Instead, the existence of special chains,
together with their special lower boundaries, is needed. The report is based on the

paper [6].
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Parabolic Equations of Normal Type Connected with
3D Helmholtz System and Its Nonlocal Stabilization

A. V. Fursikov

Lomonosov Moscow State University, Moscow, Russia

The talk will be devoted to the normal parabolic equation (NPE) connected with
the 3D Helmholtz system whose nonlinear term B(v) is the orthogonal projection of
that one for the Helmholtz system on a ray generated by the vector v. Interest in
this NPE is due to attempts to solve the problem of nonlocal existence of a smooth
solution for the 3D Navier—Stokes equations.

As it became clear now, the study of the NPE have opened the way to construct
the method of nonlocal stabilization by feedback control for the 3D Helmholtz as well
as for the 3D Navier—Stokes equations.

First we describe the structure of a dynamic flow corresponding to this NPE [1].
After that, we formulate the nonlocal stabilization problem for the NPE with control
initially supported in an arbitrary fixed subdomain. The main steps in solving this
problem will be discussed [2]. Finally, we explane how to apply this result for solu-
tion of the nonlocal stabilization problem with impulse control for the 3D Helmholtz
system.
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Derivation of Effective Models for Reaction-Diffusion
Processes in Multi-Component Media
Including Nonlinear Transmission Conditions

M. Gahn

Friedrich-Alexander University Erlangen-Niirnberg, Erlangen and Niirnberg, Germany

In this talk, we derive effective models via periodic homogenization for a system
of microscopic nonlinear reaction—diffusion equations in a multi-component porous
medium, where the components are separated by an interface. One component is
connected, the other ones are disconnected and consist of periodically distributed
inclusions. The differential equations in the different domains are coupled by nonlinear
transmission conditions depending on the solutions on both sides of the interface.

For this system, we derive a macroscopic model using the two-scale convergence
and the unfolding method for periodic domains and on periodic surfaces. For the
convergence of the nonlinear reaction-rates, especially the transmission conditions
on the interface between the components, strong two-scale compactness results are
developed using an unfolding argument and a Banach-valued compactness theorem of
Kolmogorov type.

Nonexistence of Monotone Solutions
to Some Coercive Elliptic Inequalities in the
Hali-Space

E.l. Galakhov

RUDN University, Moscow, Russia

O. A. Salieva

Moscow State Technological University “Stankin”, Moscow, Russia

Let p > 1, ¢ > p — 1. Using a modification of the test function method developed
in [1], we establish nonexistence results for the coercive quasilinear elliptic inequality
in a half-space

Apu(z) = ul(x) (x € RY)

and for some generalizations of this inequality.
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Measure Functional Differential Equations with
Infinite Time-dependent Delay

C. A. Gallegos

University of Santiago, Santiago, Chile
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University of Santiago, Santiago, Chile

J. G. Mesquita

University of Brasilia, Brasilia, Brasil

Measure functional differential equations (MFDEs in short) with finite delay of
the type

y(t) = y(to) +/t f(ys,8)dg(s), t € [to,to + o], (1)

have been introduced by Ferderson, Mesquita, and Slavik in [1]. Here y and f are
functions with values in R"™, the integral on the right-hand side of (1) is the Kurzweil-
Henstock integral with respect to a nondecreasing function g and as is usual in the
theory of functional differential equations, ys represents the “history” of y at s. They
showed that functional dynamic equations on time scales represent a special case of
MPFDEs, and they obtained results on the existence and uniqueness of solutions using
the theory of generalized ordinary differential equations introduced by J. Kurzweil in
1957 [4]. The case of equation (1) considered with infinite delay was later studied by
A. Slavik in [5]. He described axiomatically a suitable phase space similar to classical
functional differential equations with infinite delay (see, e.g., [2, 3]), and he obtained
results of existence and uniqueness.

We focus our attention on equation (1) with infinite time-dependent delay, i.e. we
study the equation

t

y(t) = y(t()) + ] f(yr(s)a S)dg(8)7 te [thtO + 0]7 (2)

where r is a nondecreasing function such that r(s) < s for all s € Dom(r).

This research was supported by CONICYT under grant DOCTORADO NACIONAL
2014-21140066 and DICYT-USACH.
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Time Scales in the Double-deck Structures of the
Boundary Layer

R. K. Gaydukov, V. G. Danilov

National Research University Higher School of Economics, Moscow, Russia

In [1, 2, 3], we considered an incompressible viscous fluid flow past a plate with
small irregularities (of periodic and localized types) on the surface for a large Reynolds
number Re. In [4], we considered the similar problem for a flow in a “wavy-wall”
pipe (and a 2D channel) with the Poiseuille flow inside.

These problems have similar asymptotic solutions with the double-deck structure
of the boundary layer containing the following different-scale regions: a thin boundary
layer (near-wall region) and the classical Prandtl (or “thick”) boundary layer, and
the external region with the unperturbed flow. In the thin boundary layer, the flow
is described by the Prandtl boundary layer equations with self-induced pressure. In
the classical boundary layer, the flow is described by a Rayleigh-type equation (see
Eq. (1)) in the plate case and by the Laplace equation in the pipe (and channel) case.

However, in addition to the space scales, we showed the appearance of the following
time scales in the non-stationary problems (where ¢ = Re™/? is a small parameter
of the problem):

Plate case | Pipe (channel) case

Thin boundary layer t~1 t~1
Classical boundary layer t~e l/3 t ~g2/5
Total time (in Navier—Stokes eq.) || t ~ &2/3 t~ g2/

The main interest is the study of the Rayleigh-type equation, which, for periodic
irregularities, has the form

190, [ Besvde+ £1(r/VE)Aer— £ (r/Vap/z =0, (1)

”’T:O = V(& 1), U’T%oo —0, U’g = U’§+27r’ U‘t:o = Vo(&,7),

where f(v) is the Blasius function.

The solution of Eq. (1) depends on the time ¢ (due to the boundary condition at
7 =0) and on the “large” time t' = e~'/3¢. In [2, 5], we proved that a quasistationary
solution (i.e., depending only on time t) exists and is unique, and it is stable.
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Blow-up of Solutions of Semilinear Parabolic
Equations with Absorption and Nonlinear Nonlocal
Neumann Boundary Conditions

A. L. Gladkov

Belarusian State University, Minsk, Belarus

We consider the initial boundary value problem for the semilinear parabolic equa-
tion

up = Au — ¢z, t)u?, z € Q, t > 0, (1)
Bulm,) _ / k(z,y,t)u'(y,t) dy, = € B, t >0, @)

al/ Q
u(x,0) = up(x), z € Q, 3)

where p > 0,1 > 0, Q is a bounded domain in R™ for n > 1 with smooth boundary
09, v is the unit outward normal on 9Q. The [unctions ¢(z,t), k(x,y,t) and ug(z)
are nonnegative and satisfy some regularity conditions.

We prove some global existence results. Criteria which determine whether the
solutions blow up in finite time for large or for all nontrivial initial data are also
given. Our global existence and blow-up results depend on the behavior of ¢(z,t) and
k(x,y,t) as t — oo.

In particular, we prove the following blow-up result. Let ¢)(x) be a positive solution
of the problem

(x) _ 9]

Ay =1, v e v o x € 08,
and mg = inf{supg ¥ (z)}. We assume that
c(x,t) < cr(t), c1(t) € CH([tg,00)), ci(t) > 0 for t > to, (4)
where ¢g is some positive constant,
/ —
timinf 20 o 21 (5)
t—oo ¢ (t) mo
and
i a=0/(p—-1) -
i {{a(0) i ko) = o ©)

Theorem 1. Let [ > p > 1 and (4)-(6) hold. Then any nontrivial solution of (1)-(3)
blows up in finite time.

We prove a certain optimality of Theorem 1. We show under some conditions that
the blow-up occurs only on the boundary.
Problem (1)-(3) with the Dirichlet boundary condition was considered in [1, 2].
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On Some Solutions of Heat-and-Mass Transfer
Equation in Multilayer Media

Yu. A. Gladyshev

Tsiolkovsky Kaluga State University, Kaluga, Russia

V. V. Kalmanovich
Tsiolkovsky Kaluga State University, Kaluga, Russia

Let us consider a one-dimensional heat flow normal to a multilayer plate. The

points of x;, ¢ = 1,n+ 1, are the boundaries of the layers. There are.ideal contact
conditions on the inner boundaries of the layers. Functions agz) (x), ag) (x) take the
physical and geometric properties of the layers into account. The heat flow is J®) =

—agi) (x)ag—? and the temperature field is determined by

oT® oT®
)— =0, i=1,n. (1)

7 0 %
g (P05 ) - %

To solve (1), we apply the Fourier method: T®(z,t) = u®(z)e=*"t, JO =
7 122 7 (i)  _y2
I (@)e= Nt = —ag)(x)—agw e Mt
Then we obtain the following system of ordinary differential equations and fitting
conditions: .
aé)(x)% <a§ )(x)idx ) A =0,

u® (zi41) = w0 (@i41), I (@is1) = Jo(@itn)- (2)

Let us write a solution to the system in the matrix form. Using the Bers formal-
ism [1] and applying (2), we can find solutions to any layer in the form

v = (o) ) -
(g ReaNwe) (e Y

=K® (x,xi)V(i) (x;) = KO (g, mi)K(i_l)(aci,xi,l) . K(l)(xg,xl)V(l)(xl) =
= K& (g 2 ) VO ().

Then the condition for the eigenvalues can be written as /’4:572’"_1"“’1)()\7 Tpy1) = 0.
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To normalize the basis functions, we find
1 DL [T die1,...,1 2
N2 = (J§ >(x1))2;/% pors (kg,z )(Ak,g)) dé, k=1,2,3,...

Consequently, the quantity J®(z;) is found from condition (3). After the nor-
malization, the coefficients in the Fourier expansion are determined from the scalar
product. Thus, the desired solution is written as

T(i)(x’t) — Z ijéi)(ml)K,gi’i_l""’l)(:c,xl)e*’\it,
k=1
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Cauchy Weight Problem for Euler—Poisson—-Darboux
Equation

A.V. Glushak

Belgorod State National Research University, Belgorod, Russia

Let A be a closed operator in a Banach space E with domain D(A) dense in E.
Assuming k < 0, consider the Cauchy weight problem for the Euler—Poisson—-Darboux
equation

u” (t) + %u’(t) = Au(t), t>0, (1)

u(0) =0, lim t*u/(t) = u;. 2)
t—0
In [1], we investigate solvability of the Cauchy problem with the conditions
w(0) =ug, u'(0)=0 (3)

for equation (1) as k > 0. A criterion of uniform correctness of this problem is proved
in terms of the norm estimate of the fractional degree of the resolvent R(\) (of the
operator A) and its derivatives. The set of operators A for which Cauchy problem
(1), (3) is uniformly well-posed for k& > 0 is denoted by Gy, and the corresponding
resolving operator called the Bessel operator function, is denoted by Y (¢).

Definition 1. Problem (1), (2) is said to be uniformly correct if there exist an operator
function Zx(t) commuting with A, and numbers M > 1 and w > 0 such that for any
uy € D(A), the function Zy(¢)uy is its unique solution with

1Z(®)] < M t'7F exp(wt),

1Z3(tyur || < M t7F exp(wt) (||ua]| + ¢ Aua ) -
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The function Zj(t) for k < 0 is called the Bessel operator function with negative
index of problem (1), (2), and the set of operators for which problem (1), (2) is
uniformly correct, is denoted by Hy.

Theorem 1. Let the operator A be the generator of an analytic Cy-semigroup.
Problem (1), (2) is uniformly correct if and only if there exist constants M > 1 and
w > 0 such that the numbers \?> with Re A\ > w belong to the resolvent set of the
operator A and the estimates

M T(n—k+3)
(Re X — w)yn—h+3’

dﬂ,
H n=0,1, 2,..

o (e ) <

hold for the fractional power of the resolvent of the operator A.

Theorem 2. Let the conditions of Theorem 1 be fulfilled, then for k < 0 the equality
Hy, = Go_y, holds, and in this case Zy(t) = %ktl’kYg_k(t).

Supported by the Russian Foundation for Basic Research, grant No.16-01-00197
A-2016.
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Pulse Packets in a System of Two Nonlinearly
Coupled Equations with Delay

S.D. Glyzin, A.Yu. Kolesov, E. A. Marushkina, M. M. Preobrazhenskaia

Yaroslavl State University, Yaroslavl, Russia
Let us consider the system of nonlinear differential-difference equations (see [1])

iy = [Af(ur(t = 1)) + bg(ua(t — ) In(u. /uy)]u,

ity = N (ua(t — 1)) + b glus (t — b)) In(us fuz)]us, (1)

modelling the association of two neurons with a synaptic connection. Here h > 0
characterizes the delay in the connection chain, wus(t),us(t) > 0 are the normal-
ized membrane neurons potentials, the parameter A > 1 characterizes the electrical
processes rate in the system, b = const > 0, u, = exp(cA) is the threshold value for
control interaction, ¢ = const € R, and the terms bg (uj,l) ln(u*/uj)uj model synaptic
interaction. The functions f(u), g(u) belong to C*(R. ), where Ry = {u € R:u > 0},
and satisfy the following conditions:

f0)=1; f(u)+ a,uf'(u),u®f"(u) = O(u~') as u — 400, a = const > 0;

V> 0 gu) > 0, g(0) =0 glu) — 1,ug/(u),u?g"(u) = O(u?) as u — too.

For any natural n, we find a periodic solution of system (1), containing n asymp-
totically high bursts on the period.
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Let us show that the system has a solution of the form wq(t) = exp(Az(t)), ua(t) =
exp(Az(t + A)), where A > 0 and z(t) is a periodic solution of the equation

& = f(exp(z(t —1)/e)) +b(c — x)g(exp(x(t + A — h)/e)),€), 3)
e < 1. Using (2), we come to the limit equation
t=R(x(t—1)+b(c—x)H(z(t+A —h)), (4)
where R(z) =1and H(z) =0as z <0, R(z) = —a and H(z) =1 as z > 0.
Denote the solution of relay equation (4) by x.(t), and its period by T.

Theorem. There exist parameters a, b, ¢, h, and A such that for any natural n and
e > 0 small enough, equation (3) has an orbital exponential stable cycle x.(t,¢)
with period T, (g). Moreover,

lim max |z.(t,e) —z.(¢)| =0, lim Tu(e) =T,
e—=0 0<t<T(e) e—=0

and there are n segments within the period where the function x.(t,) is positive.

The theorem allows us to justify the existence and stability of a periodic solution
with n asymptotically high bursts on the period for system (1). If A =0, then system
(1) has a homogeneous solution u; = us. And if the constant A satisfies the matching
condition A =T, /2, then (1) has an anti-phase solution. It is shown thereby that the
appearance of bursting in the system of coupled oscillators is a consequence of the
delay in the connection chain between them.

This research was funded by the RFBR, project No. 16-31-60039 mol-a-dk.
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Relaxation Periodic Motion in Circular Hopfield
Networks with Delay

S.D. Glyzin
Demidov Yaroslavl State University, Yaroslavl, Russia;
Scientific Center in Chernogolovka of the RAS, Chernogolovka, Russia
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N. Kh. Rozov

Lomonosov Moscow State University, Moscow, Russia
We consider the system of differential-difference equations
ﬂj = —H;jUj + Zaijfi(ui(t — Sij)) + Ij, ] = 1, ey (1)
i=1
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modelling Hopfield networks with delay (see, [1]). Here p; = const > 0, s;; =
const > 0, a;; = const € R, I; = const € R, and smooth functions f;(u),u € R, are
such that lim f;(u) =0, lir+n filu)=1

U—>r—00 U—>+00

The following two specific problems were investigated for Hopfield networks.

1. A mathematical model of a single Hopfield neuron, obtained from (1) for m = 1.
After appropriate normalizations of the variables ¢ and u, as well as of the parameter,
it can be written in the form

t=—pu+A1—(a+1)f(u(t-1))] (2)
Here p = const > 0, a = const > 0, and A > 1. We assume that the nonlinear-

ity f(u) € C*(R) satisfies the asymptotic equations f(u Z cLu " as u —

—o00, f(u)=1+ Zczu_k as u — +o00. Under the above assumptions, we study
k=1

problems of existence, asymptotic behaviour, and stability of the relaxation periodic
motion for equation (2).

2. A chain of m > 3 Hopfield neurons connected unidirectionally into a circle, as
described by the system of equations

ity = —py A ML= @+ Df(y(t = 1) —bgluy_1)ls j=1Lom.  (3)

Here ug = u;,, the parameters p, a, A and the function f(u) are as in (2), b = const >
0, and the function g(u) € C*(R) satisfies asymptotic representations similar to that

one for f(u Zdu Fas u— —o0, g(u —1—r—z:d+ Fas u — +oo.

It is proved that under appropriate choice of the parameters i, a, and b, and for
arbitrary A > 1, system (3) can exhibit arbitrarily prescribed finite number of co-
existing stable relaxation cycles. In other words, the buffer phenomenon is realized in
this system.

This work was supported by the Russian Science Foundation (project nos. 14-21-

00158).
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On the Mean-Field and Semiclassical Limits of the
N-Particle Schrodinger Equation

F. Golse

Ecole Polytechnique, Paris, France

Consider the motion of N identical particles interacting through a 2-body poten-
tial V. If V is a long range potential and the particle system is dilute, then the effect
on each particle of the interaction with the cloud of all the other particles can be
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approximately described by the average of the potential with respect to the particle
density in the large N limit. In other words, the motion of the N-particle system can
be described in terms of the motion of the fypical particle subject to the self-consistent
interaction potential.

In classical mechanics, the mathematical formulation of this result is expressed in
terms of the limit of the system of Newton equations of motion for the N-particle
system leading to the Vlasov equation (see Neunzert-Wick [6], Braun—-Hepp [1],
Dobrushin [2]).

In quantum mechanics, the analogous result is expressed in terms of the limit of
the N-particle Schrodinger equation leading to the Hartree equation (Spohn [7]). The
purpose of this talk is to discuss the uniformity of the mean-field (large N) limit as
the typical particle action is large compared to the Planck constant %. In other words,
do the mean-field and semiclassical limits of quantum mechanics commute?

Our discussion of this problem is based on a quantum analogue of the quadratic
Monge—-Kantorovich—Vasershtein distance used in optimal transport, following the
proof by Dobrushin [2] of the mean-field limit in classical mechanics. This talk is
based on joint work with C. Mouhot, T. Paul and M. Pulvirenti [3, 4, 5].
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On Topology of Manifolds Admitting Morse—Smale
Systems without Heteroclinic Intersections
V. Grines

National Research University Higher School of Economics, Nizhnii Novgorod, Russia

We show that if a closed orientable manifold M™ (n > 3) admits a Morse—Smale
system F' without intersections of codimension one separatrices, and if, in addition,
in the case where F' is a flow, F' has no periodic trajectories, then M™ is either the
n-sphere S™ or the connected sum of copies of S"~! x S and of special manifolds
which admit polar Morse-Smale systems.
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We present two applications of the result above.

The first one concerns an existence of heteroclinic intersections of codimension
one separatrices that form codimension two submanifolds. In the particular case
n = 3, a connected component of intersection of two-dimensional separatrices is called
heteroclinic curve. A heteroclinic curve is the mathematical model of the so-called
separators considered in Solar Magnetohydrodynamics. From the modern point of
view, reconnections of Solar magnetic field along separators are responsible for Solar
flairs. The second one is a topological sufficient condition of existence of a closed
trajectory of a Morse—Smale flow.

For a Morse-Smale diffeoomorphism f (a flow f?), denote by p the number of
sinks and source periodic points (equilibrium states), and let v be the number of
codimension one saddle periodic points (equilibrium states). Set

v—p+2
2

and denote
Ty=Z% - %7

the Iree product of g copies of the group of integers Z.

1. Let f: M™ — M™ be a preserving orientation Morse—Smale diffeomorphism
of a closed orientable n-manifold M™, n > 3. If ¢ > 1 and the fundamental group
71 (M™) does not contain a subgroup isomorphic to Iy, then there exist saddle periodic
points p, ¢ € NW(f) such that the Morse index of the point p equals 1, the Morse
index of the point ¢ is equal to n — 1, and W*(p) N W"(q) # @.

2. Let f' be a Morse-Smale flow without heteroclinic intersections on a closed
orientable manifold M™ of dimension n > 3, Then, if g > 1 and the fundamental group
71 (M™) does not contain a subgroup isomorphic to I'y, then the flow f* has at least
one periodic orbit.

The above results have been obtained in collaboration with E.Ya. Gurevich,
V.S. Medvedev, O.V. Pochinka, and E.V. Zhuzhoma (see [1], [2]). The author
thanks the Russian Science Foundation (project 17-11-01041) for financial support.
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Singular Solitons and Indefinite Metrics
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Landau Institute for Theoretical Physics of the RAS, Chernogolovka, Russia;
Lomonosov Moscow State University, Moscow, Russia

S. P. Novikov
University of Maryland, College Park, USA;
Steklov Mathematical Institute of the RAS, Moscow, Russia

In addition to regular solutions, the soliton equations admit important classes
of singular solutions. First nontrivial example of such type was found in [1]: by
choosing the Cauchy data for the Korteweg-de Vries (KdV) equation in the form
u(z,t) = 6p(x), one obtains u(x,t) = Zz:1 2p(x — x,(t)). Singular solitons with
pole-type singularities were studied by many authors.

These solutions could not be interpreted in the framework of the spectral transform
for the auxiliary linear operators using the standard Hilbert spaces. In particular, in
the case of the KdV equation, the evolution is well-defined on the functional class
H~YT, R) (see [2]) but the meromorphic solutions do not belong to this space.

The authors have shown recently (see [3] and references therein) that the spectral
transform for the Schrodinger operators with potentials corresponding to meromor-
phic KdV solutions is well-defined in terms of Hilbert spaces with indefinite scalar
products. The number of negative squares provides a new conservation law. Let us
point out that the scattering transform for meromorphic KdV solutions was discussed
in [4] but the corresponding Hilbert spaces were not discussed in this paper.

In our talk we discuss the extensions of the results of [3] to higher order operators.
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The Periodic Cauchy Problem for Seli-Focusing
NLS Equation Near Constant Solutions

P. G. Grinevich
Landau Institute for Theoretical Physics of the RAS, Chernogolovka, Russia;
Lomonosov Moscow State University, Moscow, Russia

P. M. Santini
Universita di Roma “La Sapienza,” Roma, ltaly;
Istituto Nazionale di Fisica Nucleare, Sezione di Roma, Roma, Italy

The focusing Nonlinear Schrédinger (NLS) equation is the simplest universal
model describing the modulation instability (MI) of quasi monochromatic waves in
weakly nonlinear media, considered the main physical mechanism for the appearance
of rogue (anomalous) waves (RWs) in Nature.

We study, using the finite gap method, the NLS Cauchy problem for periodic initial
perturbations of the unstable background solution of NLS. We show that the finite gap
method applied to this problem provides the solution at the leading order in terms of
different elementary functions in different time intervals.

In the case of one unstable mode only, such solution describes an exact deter-
ministic alternate recurrence of linear and nonlinear stages of MI, and the nonlinear
RW stages are described by the 1-breather Akhmediev solution, whose parameters,
different at each RW appearance, are always given in terms of the initial data through
elementary functions.

In the case of one unstable mode, the exact recurrence actually reduces to period-
icity in time, up to an overall shift in the z-direction, and up to a multiplicative phase
factor. We also write down, in the case of a finite number of unstable modes, the
elementary analytic formulae describing the first nonlinear stage of MI, given again
by the 1-breather Akhmediev solution, when the initial perturbation excites only one
of the unstable modes.

Since the solution of the Cauchy problem is given in terms of different elementary
functions in different time intervals, obviously matching in the corresponding over-
lapping regions, an alternative approach, based on matched asymptotic expansions, is
suggested and presented in a separate paper in which the RW recurrence, in the case
of a finite number of unstable modes and of a generic initial perturbation exciting
democratically all of them, is again described in term of elementary functions.
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On Stability Properties of Extremum Seeking Systems
with Oscillating Controls

V. Grushkovskaya
Institute for Systems Theory and Automatic Control, University of Stuttgart, Stuttgart,
Germany

A. Zuyev
Max Planck Institute for Dynamics of Complex Technical Systems, Magdeburg,
Germany

C. Ebenbauer
Institute for Systems Theory and Automatic Control, University of Stuttgart, Stuttgart,
Germany

In many practical applications, it is necessary to steer a control system to the
point of minimum (or maximum) of a partially or completely unknown and potentially
time-varying cost or performance function [1]. Namely, assume that the values of the
cost function J(z) € C*(R™;R) can be measured for each z=(z1,...,2,)T €R", and
x* is a point of minimum of J. The purpose is to construct a control system whose
trajectories x(t) tend asymptotically to an arbitrary small neighborhood of z*, assum-
ing that only the values of the cost function J(z(t)) are available for control design.
In this talk, we present a novel class of extremum seeking algorithms which solve
the above problem based on the Lie brackets approximation idea [2]. In particular, we
introduce the following system:

n

=Y (Ful@)unt) + Pl (@)uzi(t) ) e (1)

=1

where wuy;, ug; : [0,400) — R are periodic inputs, Fy;, Fp; : R — R. In (1), e; denotes
1th unit vector in R™. We will describe the whole class of functions Fy;, Fb; such
that the trajectories of system (1) approximate the gradient flow corresponding to
the cost function J. As was shown in [4], this result unifies some known extremum
seeking algorithms and also allows us to propose a new one. It will be shown that,
under certain additional conditions, the point z* is practically exponentially stable for
system (1). Furthermore, we will also provide asymptotic stability conditions in the
sense of Lyapunov. Besides, we will consider the case of a dynamical cost function
J = J(x,t) for which the conditions for the asymptotic stability in a neighborhood
of the time-varying point of extremum x*(¢) will be presented based on the results
of [3]. The obtained results will be illustrated by several examples.
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Rattling in Spatially Discrete Diffusion Equations
with Hysteresis

P. Gurevich
Free University, Berlin, Germany;
RUDN University, Moscow, Russia

S. Tikhomirov
Saint-Petersburg State University, Saint-Petersburg, Russia

We discuss reaction-diffusion equations with hysteretic nonlinearities on one- and
two-dimensional lattices. Such equations arise as a result of the spatial discretization
of continuous hysteretic and slow-fast reaction-diffusion models. We will show that
the solutions typically form a propagating microstructure, which we call rattling. We
analyze this microstructure and determine its propagation speed [1, 2].

References

[1] Gurevich P., Tikhomirov S. Rattling in spatially discrete diffusion equations with
hysteresis, Multiscale Modeling and Simulation: A SIAM Interdisciplinary Jour-
nal, accepted (2017); preprint at arXiv:1601.05728 [math.AP].

[2] Gurevich P., Tikhomirov S. Spatially discrete reaction-diffusion equations
with discontinuous hysteresis, Submitted; preprint at arXiv:1504.02385
[math.AP].

A Necessary and Sufficient Condition for Existence of
Measurable Flow of a Bounded Borel Vector Field

N. A. Gusev
RUDN University, Moscow, Russia

Let b: I x RY — R be a bounded Borel vector field, where I =[0,7], T > 0.
Consider the standard Cauchy problem

atrY(t) = b(t77(t))a te (OvT)
(1)
7(0) =z,

where € R? and v: I — R,

The classical sufficient conditions for existence of solutions of (1), such as Peano’s
or Caratheodory’s theorems, require continuity of b(¢,x) with respect to . In [1] it
was proved that under such assumptions it is possible to choose for each z € R? a
solution 7, : I — R? of (1) in such a way that the map F': x ~— ~, is Borel measurable.
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Existence of the Borel measurable flow F' allows one to construct measure-valued
solutions y; of the continuity equation

{8,5/,% + le(bﬂ,t) = O,

_ (2)
M |t:0 =M

for any given Radon measure ji on RY,

Let us denote I' := C'(I; R%) (endowed with the uniform metric) and let i be a non-
negative Radon measure on R%. A Borel function F': R? — I is called a i-measurable
flow of b if for fi-a.e. € R? the function v = F(z) solves (1).

We prove that a i-measurable flow of b exists if and only if (2) has a non-negative
measure-valued solution with the initial condition .
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Analysis of Maxwell's Equations in Metamaterials

Y. Huang
Xiangtang University, Xiangtan, China

J. Li
University of Nevada Las Vegas, Las Vegas, USA

Metamaterial is an artificially structured composite material which has exotic prop-
erties with revolutionary applications in many areas. Since the first successful con-
struction of the double negative metamaterial in 2000, it has attracted great interest
of researchers from various areas. In this talk, I will present some modeling equations
in simulating wave propagation in metamaterials.

Well-posedness of the PDEs for backward wave propagation, invisibility cloaks will
be discussed. Some numerical methods and simulation results will be presented also.
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Solution of the Dirichlét Problem for a Degenerating
B -elliptic Equation

N. A. Ibragimova
Kazan State Energy University, Kazan, Russia

Let E;* be the part of the p-dimensional Euclidean space where z,_; > 0 and
zp > 0. In EF*, we consider the partial differential equation

p—2

0%u 0%u

x =5 +Bg,_ u + — + A%y =0, (1)
o R

which is a B-elliptic equation with a positive parameter degenerating on the plane

02 k
= 0. Here B, _, =
Tp ere p—1 8.’1}12)_1 Ty 8.’1}1)71

is the Bessel operator, m > 0, & > 0,

p=3, AeR.

Denote by D the finite domain in Ezﬁ bounded by the surface I" and the parts Iy
and I of the planes z,_1 = 0 and z, = 0, respectively, and by Cg,(D) the set of k£
times continuously differentiable functions in D satisiying the condition g—g[ =o(1) as
el 0.

The aim of the study is to prove the existence of a unique solution of the following
boundary value problems:

Dirichlét internal boundary value problem. To find a solution of equation (1) in
the domain D, satisfying the conditions
u(z) € C%,-.(D)NCE,(D)NC(D)NCHDUT UTY),
u(z) =o0(l) as =z, =0,

ul, = f(&), f(&eC).

Dirichlét external boundary value problem. To find a solution of equation (1) in
the domain D,, satisfying the conditions

u(z) € C%pq (De) N C%p (De) N C(ﬁe) N Cl(De ulyUly),
u(z) =o(1) as z, — 0,
ulp = f(€), f(&) ),

and such that
2

/ u* 2% dSk = O(1), / ‘gjf —idu| 2FdSp =o(1)

+ +
Sk Sk
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as R — oo, where Afu] = & >~ cos (n, &) % +cos (n, &) gT“ is the conormal deriva-
=1 P

tive.

The following theorem is proved:

Theorem. If I' is a Lyapunov surface and forms right angles with the planes
zp—1 = 0 and x, = 0, then the Dirichlét internal and external boundary value
problems have a unique solution for any boundary data f(§) € C(I') and the
solution of each of them can be represented as the potential of a double layer.

A New Approach to the Nonlinear Generalization
of the Rayleigh Quotient

Ya. Sh. llyasov
Institute of Mathematics with Computer Center of the RAS, Ufa, Russia

The main purpose of this talk is to present a new approach to the generalization of
the Rayleigh quotient. Using the fibering map, we introduce the so-called Nonlinear
Generalized (NG-) Rayleigh quotient. It turns out that the critical values of the
NG-Rayleigh quotient contain an important information on the nonlinear differential
equations [1]. In particular, we show that the applicability of the Nehari manifold
method can be studied by means of the critical values of a corresponding NG-Rayleigh
quotient. Theoretical results are illustrated by several examples of nonlinear boundary
value problems. Furthermore, we demonstrate that the introduced tool of the nonlinear
generalized Rayleigh quotient can also be applied to prove new results on the existence
of multiple solutions for nonlinear elliptic equations [2].
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The Vanishing Discount Problem
for Fully Nonlinear Degenerate Elliptic PDEs

H. Ishii
Waseda University, Tokyo, Japan

[ explain an approach, based on generalized Mather measures, to the vanishing
discount problem for fully nonlinear degenerate elliptic partial differential equations.
Under mild assumptions, we introduce Mather viscosity measures for such PDEs,
which are natural extensions of Mather measures originally due to J. Mather. Using
the Mather viscosity measures, one can show that the whole family of solutions v*
of the discount problem, with the discount factor A, converges to a solution of the
ergodic problem as A goes to 0. This is based on joint work with Hiroyoshi Mitake
(Hiroshima University) and Hung V. Tran (University of Wisconsin, Madison).

Doubly Asymptotic Trajectories near the Adiabatic
Limit for Lagrangian Systems with Turning Points

A. V. lvanov
Saint-Petersburg State University, Saint-Petersburg, Russia

Let M be a compact Riemannian manifold. We consider a natural Lagrangian
system with the Lagrangian

Lgsdot,2) = 31if* = FEOV(a), (1

where the potential V(g) belongs to C?(M) and f is a periodic function of period 7.
The parameter ¢ is assumed to be small. It is also assumed that system (1) has N
turning points, i.e.

(A;) there exist N different solutions =, € [0,T),l = 1,...,N, of the equation
f(r)=0;

(Az) for each I = 1,..., N, there exists a neighborhood of 7; where the function f
can be represented as f(7) = (1 — 7;)* gi(7) with 3¢ € N and some C!-function
g1 such that g;(7;) # 0.

Since M is compact, the function V attains its maximum and minimum on M.
Let Xiax = V" (Vinax) and Xpin = V"1 (Viuin), where Vipax (Viin) stands for the
maximum (minimum) value of V. Define a set X, as follows:

Xma)u T = g,
Xc = Xmax ) Xmin7 71 7é g,
Xmiru 7:,_ = @,

T+ ={reR: f(r) >0}, T_={reR: f(r) <0}.

We assume that
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(A3) X, consists of isolated nondegenerate critical points of V.
Theorem 1. For any x4 € X, there exist eg > 0 and a subset &, C (0,eq) such that

1. for any e < ey, one has leb((0,e1)\ &) = O (e7%/%1) with some positive
constant ¢, where leb is the Lebesgue measure;

2. for any € € &, x4 are hyperbolic equilibria of system (1);

3. for any € € &, there exist infinitely many doubly asymptoic trajectories of
system (1) emanating from x1 and terminating at xs.

The proof is based on the observation that in a small neighborhood of a turning
point system (1) can be approximated by a model system with the Lagrangian

1
L(qvq’76)=§|q'l2—C“V(q), »eN, ¢ =2

The existence of doubly asymptotic trajectories for the model system was earlier estab-
lished in [1] by variational methods. Using the contraction principle in an appropriate
functional space, one can prove the existence of doubly asymptotic trajectories for
system (1).
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Boundary Value Problems for Differential-Difference
Equations with Incommensurable Shifts of Arguments

E.P. lvanova
RUDN University, Moscow, Russia

Consider the boundary value problem

- Z Rijqua,),, = f(z) (z€Q), (1)
uz) =0 (z¢Q). 2)

Here @ is a bounded domain in R™ with piecewise-smooth boundary and f €
Ly(Q). Difference operators Ri; = RY; + RY;, RY;, RY; : La(R™) — La(R™) look as
follows

x) = Z aijhu(x +h) (ayn €R),
heM;

= Z bi]‘pu(l‘ +p) ( bpij S R)
pEM->
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Here M, is a finite set of vectors with commensurable coordinates, M is also a
finite set of vectors with commensurable coordinates, meanwhile the coordinates of
the vectors h are not commensurable with the coordinates of the vectors p.
~ We are interested in the unique solvability of the problem in the Sobolev space
H'Y(Q) (by a solution, we mean a generalized solution understood in the standard
way). Exact solvability conditions in terms of coefficients were earlier found [1] for
a particular form of the operator. We obtain strong ellipticity conditions taking the
shape and the size of the domain @) into account and stable with respect to small
perturbations of argument’s shifts.

This work was supported by the Russian Foundation for Basic Research (grant
No. 17-01-00401).
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Joint Optimization of the Trajectory and the Main
Design Parameters of Electric Propulsion System

A. V. lvanyukhin
Research Institute of Applied Mechanics and Electrodynamics, Moscow Aviation
Institute (RIAME MAI), Moscow, Russia;
RUDN University, Moscow, Russia

V. G. Petukhov
Research Institute of Applied Mechanics and Electrodynamics, Moscow Aviation
Institute (RIAME MAI), Moscow, Russia

The problem of joint optimization for the main design parameters of the electric
propulsion system and the trajectory of the spacecraft is considered. We consider the
following two problems: to minimize thrust and to maximize the useful mass of the
spacecraft with the optimum characteristics of the propulsion system (for example,
thrust, exhaust velocity, and power). The first problem is related to the existence
of optimal trajectories with finite thrust. If there is no a priori information on the
existence of solutions, then it is difficult to construct stable and efficient methods of
numerical optimization. Indeed, if a numerical method does not converge, then it can
not be determined whether the method fails or the optimal control problem have no
solutions at all. Therefore, it is important to find the region of existence of the solution
for the numerical simulation. The latter problem is directly related to the optimization
of the characteristics of the propulsion system within the domain of existence of the
solution.

The main goal of joint optimization of parameters and trajectory of spacecraft is
the maximization of the useful mass of the spacecraft. This problem has been consid-
ered by many authors. A typical approach is related to the separation of the problem
into dynamic and parametric subproblems. The aim of the dynamic subproblem is to
optimize the trajectory for fixed values of the main design parameters (thrust, exhaust
velocity, power), and the goal of the parametric subproblem is to optimize the main
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design parameters. Unfortunately, the complete separation of the joint optimization
problem into dynamic and parametric subproblems was performed only for a limited
power problem. A realistic mathematical model for electric propulsion with a constant
exhaust velocity requires recalculation of the optimal trajectory for each new value of
any design parameter. Therefore, joint optimization requires iterations over a set of
main design parameters and optimization of the trajectory at each iteration. Direct
methods of minimization allow one to optimize the trajectory and main design param-
eters jointly by means of non-linear programming. But the direct approach has a low
degree of convergence, low or medium accuracy, and an inaccurate completion crite-
rion. To overcome these shortcomings, we consider the problem of joint optimization
using an indirect approach based on the necessary optimality conditions.

For optimization, we use a simple design model of a spacecraft with an electric
propulsion system and the Pontryagin maximum principle. We give numerical ex-
amples of the solution of the joint optimization problem applied to the interplanetary
space missions.

This research is supported by the Russian Science Foundation (Project 16-19-
10429).

On the Two Symmetries in the Theory of m-Hessian
Operators

N. M. Ivochkina
Saint Petersburg State University, Saint Petersburg, Russia

Let © be a bounded domain in R", u € C?(Q), u,, be the Hessian matrix for u.
The operators Flu] := F(u,,) are called Hessian operators. The simplest examples
of those are the p-Hessian operators T[u] = Tp(uzy), 1 < p < n, where T,,(S) is the
p-trace of a symmetric matrix S. The first kind of symmetry to be discussed is the
orthogonal invariance of the operators F:

F(uge) = F(Bug.B"), BeO(n). (1)

The second one is the skew symmetry of the operator F, which means by our definition
that F(us,) is a linear combination of minors of detw,,. We plan to show the
interaction of these symmetries in the theory of p-Hessian operators.

[t is well known that symmetry (1) is necessary for well-posedness of the Dirichlet
problem for Hessian equations. For instance, the following proposition holds due to

(D).

Theorem 1. Let n > 2, Q CR", 9Q € C%, and f € C*(Q). Assume that the Gauss
curvature k, [0 is positive and f > v > 0. Then there exists in C*() a unique
solution u to the problem

T77l

Tnalu] = T [u] = f, ulspa =0, 0<I<m<n, (2)

if (m—1) is odd, and there are exactly two solutions, u and —u, otherwise.

The skew symmetry of m-Hessian operators brings out the qualitative results. For
instance, the following imbedding-type theorem is true.
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Theorem 2. Lef u € V([)/%(Q), 00 satisfy the condition of Theorem 1, and v™ be a
solution to problem (2) with | = 0. Then the inequalities

. 2
1 g
(/ udm) < —/ fvmda?/ T wujde, m=1,...,n, (3)
Q m Jjo Q

are valid. Here T3 (S) = 2Ll = 2u i 51 n

m as”‘ R VL

Notice that all inequalities (3) are sharp.
This work was supported by the RFBR grant 15-01-07650a.

Mathematical Modelling and Analysis of Processes
in Poroelastic Media — Applications in Medicine

W. Jager
Interdisciplinary Center for Scientific Computing (IWR), Center for Modelling and
Simulations in the Biosciences (BIOMS), University of Heidelberg, Germany

Modelling reactive flows, diffusion, transport and mechanical interactions in media
consisting of multiple phases, e.g. of a fluid and a solid phase in a porous medium,
is giving rise to many open problems for multi-scale analysis and simulation. The
following processes are taken into account in this lecture:

o diffusion, transport, and reaction of substances in the fluid and the solid phase,
e mechanical interactions of the fluid and solid phase,

e change of the mechanical properties of the solid phase by chemical reactions,

e growth of the materials.

Using a scale limit, an effective model is derived, coupling the filtration flow, the
mechanical deformation and the chemical reactions on the macroscopic level. A Biot-
law is replacing the Darcy-law, which is used for non-deformable media. Processes
in biological tissues are discussed as applications and the following examples are
presented:

e the swelling of cells caused by hypoxia, modelled and simulated, using a Biot-law
for the flow inside cells,

e the biochemical and biophysical processes in the arterial wall relevant for its
mechanical behaviour, for inflammation and disorders of the cardiovascular sys-
tems,

e the movement of a tooth in the alveolar bone under external forces,

e the mechanical behaviour of a ligament, a tissue connecting teeth with bone,
modelled by a Biot-law.

The lecture is based on results obtained in co-operation with Andro Mikelic, Maria
Neuss-Radu, Martina Kihn, Valeria Malieva.
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Regularization of the Continuation Problem
for Solutions from Data Given
on the Part of the Boundary

S. l. Kabanikhin
Institute of Computational Mathematics and Mathematical Geophysics of the Siberian
Branch of the RAS; Sobolev Institute of Mathematics of the Siberian Branch of the
RAS, Novosibirsk State University, Novosibirsk, Russia

We consider several numerical approaches for parameters identification of the
medium. One of them is based on the continuation problems of physical fields with
the data on the part of the boundary [1,2,3], which arise in geophysics, tomography,
and in the problem of protection of nuclear reactors. The second one is a method
based on the conservation laws and the solution of the coefficient inverse problems.

Continuation problems are ill-posed and we formulate this problems in the form of
the operator equation Aq = f, for which the minimization of the objective functional
and the method of singular value decomposition [2,3] are applied. We study the
properties of the operator A and the algorithm of minimization of the functional
J(q) = ||Aq — f]|? by the conjugate gradient method. Series of numerical experiments
show that this allows us to recover the boundary conditions on the inaccessible part
of the boundary, as well as to obtain information about inhomogeneities (the number,
location, approximate volume) located in the region of inaccessibility.

The work was supported by the Ministry of education and science of the Russian
Federation, RFBR (projects 17-51-540004, 16-01-00755 and 16-29-15120) and the
Ministry of Education and Science of the Republic of Kazakhstan (project 1746/GF4).
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Direct Scheme Method of Constructing Asymptotic
Solutions for Three-Tempo Optimal Control Problems

M. A. Kalashnikova, G. A. Kurina
Voronezh State University, Voronezh, Russia

The most part of publications devoted to singular perturbations deals with problems
with one slow and one fast variables. On the other hand, a lot of mathematical models
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is described with the help of multi-tempo systems (see [1]). We consider the following
three-tempo optimal control problem

T
Je(u) = / F(v,t,e)dt — min,
0

E(e)dw/dt = ®(v,t,e), w(0,¢) = w°,

where €>0 is a small parameter, T is fixed, ¢ € [0, T], w(t,e)=(x(t, ), y(t, ), z(t,€)"),
v(t,e) = (w(t, e),ult,e)), z(t,e) € R™, y(t,e) € R™2, z(t,e) € R", u(t,e) € R™,
the prime denotes the transposition, E(e) = diag(I,,,&ln,,%In,), In, are identity op-
erators in spaces R™, ¢ = 1, 3. Following [2], we construct an arbitrary order asymp-
totic solution by the direct scheme method. The last one consists of an immediate sub-
stitution of the asymptotic expansion v(t, €) = T(t, 5)+Z;:0(Hiv(ri, e)+Q,v(o;,¢€)) for
v(t,€) in the problem, and construction of a series of optimal control problems to find
the terms of the asymptotic expansion. Here 7, = t/e'! o, = (t — T)/etT1,i = 0,1,
v(t,e) = D 508°05(1), Iv(ri,e) = 37,507 iju(m), Qiv(oi,e) = 3 506" Qizv(0i);
v;(t) are regular functions, II;;v(7;) and Q;;v(o;) are boundary functions of the ex-
ponential type in neighborhoods of ¢ = 0 and ¢ = T, respectively. Some problems
for finding the zero order asymptotic solution were given in [1]. We construct linear-
quadratic optimal control problems for finding higher order asymptotic solutions.

Linear-quadratic optimal control problems under cheap control with two different
costs are reduced by change of variables to three-tempo linear-quadratic optimal con-
trol problems in the singular case [3]. Using the direct scheme method, we construct
asymptotic solutions of arbitrary orders. Note that the first order asymptotic solution
for this problem was obtained in [3].
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Higher Derivatives of Solutions for Elliptic Systems
with Discontinuous Coefficients

E. Kalita

Institute of Applied Mathematics and Mechanics, Donetsk, Ukraine
Consider an elliptic equation or a system of the form
div"(A(z)D™u) = f(z), =z e€R",
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with the matrix coefficient A € L. satisfying the standard structure conditions and
the natural energy space WJ*. Obviously, if the derivative DA lies in L,, then there
exists D™y € L. But the typical discontinuity =/|z| just fails to be in W}, and
x'/|2’| is far beyond W} (here ' is a subvector of coordinates).

We treat general discontinuities of such type (including dense discontinuities like in
Soucek and John—-Maly-Stard examples of solutions with dense set of discontinuities)
by means of the dual Morrey spaces. We will discuss estimates for higher derivatives
D™ %y of solution as well as for lower derivatives D™~ %u, and also the solvability in
W3~ %. The results are new even for second-order equations.

Bitsadze—Samarsky Boundary Condition
for Elliptic-Parabolic Volume Potential

T. Sh. Kalmenov

Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan

In [1], A.V. Bitsadze and A.A. Samarsky considered for the first time a non-
classical boundary value problem for the Laplace equation where the usual boundary
conditions were only set on one part of the boundary, while the values of the unknown
function on the remaining part were related to the values on an inner surface. In
view of the great theoretical and practical importance, the study of this class of
non-classical problems has developed rapidly [2]. Problems of this type are called
Bitsadze—Samarsky problems.

In this paper, we obtain an integral representation for the elliptic-parabolic volume
potential. Further, using the boundary condition of the Newtonian and the heat
potentials, we find the Bitsadze-Samarsky type boundary condition for this potential.
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Resonance Capture in the System of Two Oscillators

L. A. Kalyakin
Institute of Mathematics of the RAS, Ufa, Russia

We consider a system of differential equations that describes the interaction of two
weakly connected nonlinear oscillators. The initial data are such that, in the absence of
connection, the first oscillator is far from equilibrium and the second oscillator is near
equilibrium; the eigenirequencies of the oscillators are close to each other. The capture
into resonance is investigated when the frequencies of the connected oscillators remain
close and the amplitudes of their oscillations undergo significant time variations; in
particular, the second oscillator moves far from the equilibrium. We find that the
initial stage of the resonance capture is described by a solution of the second Painleve
equation. The description is obtained under an asymptotic approximation with respect
to a small parameter corresponding to the connection factor.

A simplest model of interacting oscillators is given by the system of differential
equations

d%x 3 . d?¢ 9 3 .
ﬁ+$*2x :€[fof+f1§], ﬁ+w & —w ze[goerglx], t>0, 0<ex 1.
Here ¢ is a small parameter, w, w, f1, f2, g1, g2 = const.

This system is reduced to three differential equations by averaging method [1]. The
averaged system is similar to one considered in [2], and it is reduced to the Painleve-2
equation [3]:

d*z
dr?

Here 7 = £2/3t is a slow time, J, v, . = const.
This work was supported by the Russian Scientific Fund ( No. 17-11-01004).
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On Oscillations of a String System with the
Hysteresis-Type Condition'

M. . Kamenskii
Voronezh State University, Voronezh, Russia

M. B. Zvereva
Voronezh State University, Voronezh, Russia

In this talk, we consider the initial-boundary value problem describing the oscil-
lation process with a condition of the hysteresis type. This kind of problem occurs
in modeling of the string oscillation where the movement is restricted by a sleeve
concentrated at one point. We investigate the case where the sleeve is located at the
node of the graph-star. An analogue of the d’Alambert formula is obtained.

Consider a mechanical system of n strings, which are segments OA;, OA,,... OA,
in equilibrium, where O, Ay, As,... A, belong to a plane 7. The ends of the strings are
interconnected at the point O. There is a vertical borehole inside the sleeve passing
through the point O. Introduce a coordinate system to describe string deformations.
The axis Ox; for ith string (i = 1,2,...n) contains the segment OA; and is directed
from A; to O. The axis OY is perpendicular to the plane 7. Let u;(z,t) be the
deviation of ith string from the equilibrium position at time ¢. We assume that the
length of all the strings equals [, i.e. 0 < x <.

Thus, the oscillation of each string of the system can be described by the wave
82ui o 82ui

2 T 92
by ui(l,t) = u;(l,t) (i = 1,2,..n). There is the sleeve at the point z = [, whose motion
perpendicular to the plane 7 is given by

C(t) = [=h, h] +£(1).

equation . The connection between the strings at the node is expressed

The mathematical model of such problem is described by

32’&7; 82ui .
52 = a2 O<ax<l,0<t<T (i=1,2,..n),
%i(%o) = pi(z),
T (2,0) =0,
atn 8’11/2 (1)
— 3 (I —=0,t) € Ne(u(l, 1)),
i=1 0T
w(l,t) =ur(l,t) = ua(l,t) = ... = un(l, 1),
u(l,t) € C(t),
ui(oat) = 07

IThis research is supported by the joint Taiwan NSC-Russia RFBR grant No.17-51-52022, RFBR grant
No.16-01-00386.
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where the set N (a) is the outward normal cone to C' at a defined by
Ne(a)={6€R :¢-(c—a) <0 VeeC}.

Theorem. Assume that the function £(t) satisfies the Lipschitz condition and p; €
W3[0,1). Then the solution of problem (1) can be represented as

ui(x,t) = 5 .
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Relaxation Periodic Solutions in a System with Delay
and Finite Nonlinearity

A. A. Kashchenko

Yaroslavl State University, Yaroslavl, Russia
Consider the system of two delay differential equations

{ iy +ur = AF(up(t=T)) +y(In A) 7A=Y (ug — uq), (1)
tio + Uz = AF(ua(t —T)) +v(In \) "X~ (uy — uz),

which simulates two coupled oscillators with nonlinear feedback. Here 7" > 0 is the
delay time, v > 0 is a parameter, and « belongs to the interval (0, %] The feedback
function F(u) is compactly supported (F(u) = 0 if |u| > p, where p is some fixed
positive constant), piecewise smooth, F(u) < a; < 0if —p < u < 0, F(0) = 0, and
F(u)>a2>0if 0 <u<p.

The goal is to study dynamics of system (1) under the assumption that the positive
parameter A is sufficiently large (A > 1).

Introduce a set of initial conditions for system (1). Let  and 8 be such that |z| > 1
and 0 < 8 < «, a parameter k be 1 or —1, a parameter m be 1 or 2 with m +1 =2 if
m =1and m+1=1if m = 2. Fix some values z, k, and m. Let S(z) C C[-T,0](R?)
be a set of functions uy,(s) and um41(s) (s € [-T,0]) such that

lum ()] Zp,  um(0) = kp,
[umi1(s)| =P, wmy1(0) = zpAP.

(2)

All solutions of system (1) with initial conditions from the set S(z) were studied
by a special method of large parameter. It was proved that system (1) has four stable
coexisting relaxation periodic solutions satisfying initial conditions (2) with period
to=(2(1 — )+ o(1))In A

This work was supported by State assignment, work No. 1.6074.2017/11220.
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Dynamics of Equation with Large Spatial Control

|. Kashchenko
Yaroslavl State University, Yaroslavl, Russia

Consider a complex parabolic equation with the so-called spatial control,

o0

ou 0%u 9 .
R _ i .
o7 = Ao+ (a = buPyut Ke'o( [ F(s)utto+ s)ds — u) (1)
u(t,z + 27) = u(t, ). (2)
Here Rea,Reb>0, K >0 (ImK =0), p€ (=%,5), d >0,
1 (z+h)2)
szexp(— , O<pu<kl.
=T "

Our main assumption is that K is large enough.

Let K =7 !, 0 < e < 1 and there exist s > 0 such that y = se.

The goal is to study behaviour of solutions to (1), (2) for sufficiently small ¢ in
some neighbourhood of zero in the phase space 0[2072”] (C).

After division (1) by K and time renormalization, we come to the equivalent
problem

ela — blul*Ju + ei“”[/oo F(s)u(r,z + s)ds — u],

— 00

@— d@+
87’75 0z2

u(r,x + 27) = u(r, ).

The characteristic equation for the linearized problem is
A = €a + e*exp[—ihm — sem?] — 1] — edm? (meZ). (3)

The so-called critical cases (when (3) has no roots with positive real parts and
there exists A,, whose real part tends to zero as ¢ — 0) are considered. In fact,
the number of such )\, is infinite, so all critical cases have the infinite dimension.
The theory of local invariant integral manifolds and methods of normal forms are not
applicable directly.

In order to study the local dynamics for infinite-critical cases, a special method of
the so-called quasi-normal forms is used in [1, 2]. The main idea of this method is
to construct a special substitution by means of which the initial equation is reduced
to a problem that does not contain small parameters (or depends on them regularly).
Unlike the initial equation, this problem (the quasinormal form), can easily be in-
vestigated numerically. In all situations, quasi-normal forms are complex parabolic
equations. Solutions of quasi-normal forms give the main part of asymptotics of solu-
tions of the principal problem.

This work was supported by Base Part of State Assigment, work No. 1.5722.2017.
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Vector mKdV Equation and Inverse Scattering
Transform

E. Ya. Khruslov
Verkin Institute for Low Temperature Physics and Engineering of the National Academy
of Sciences of Ukraine, Kharkov, Ukraine

We propose the vector modified Korteweg—de Vries equation (v-mKdV) of the
form

U +6[U x U] + 6(Ud,|U|? — |UP0,U) + 93U =0, (x,t) € R?,

where U(x,t) is a three-dimensional vector-function, and the sign ”x” means the
vector product in R3. This equation is a new completely integrable evolutionary
equation. We develop the Inverse Scattering Transform for it. By use of this method,
we construct an infinite sequence of the integrals of motion for the v-mKdV equation.
Our main results consist in obtaining explicit formulas for the vector solutions of the
multi-soliton, doublet, and the breather types.

Limit Theorems for Interval Exchange
Transformations

A.V. Klimenko
Steklov Mathematical Institure of the RAS, Moscow, Russia;
National Research University “Higher School of Economics”, Moscow, Russia

Consider a translation flow h; on a generic flat surface (M,w) from the given
stratum in the moduli space. Let ¢ be any weakly Lipschitz function on M. Then its
ergodic integral

T
Sr(pa) = [ (hia) d
0

can be considered as a random variable if x is chosen randomly according to the
Lebesgue measure on M, which is ht*—invariant.
A. Bufetov studied asymptotics of distributions of (normalized) random variables

St(p) as T — co. Namely, put S’T(ga) = [S7(p) —ESt(p)]/+/ Var St(p).
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Theorem 1 (A. Bufetov, [1]). The function Law(S7(p)) does not converge but has
only partial limits as T — oo. These partial limits correspond to subsequences
(T, such that the image g'°¢ (M) of M under the Teichmiiller flow approaches a
fixed flat surface My belonging to some full-measure set in the moduli space. The
[unction ¢ can be chosen arbitrarily from the complement to a finite-codimension
space (which depends on My).

We will discuss a similar result for interval exchange transformations with

Sulprr) = 3 p(T").
k=0

Here the following difficulty occurs. For a translation flow, there is a flow along
another foliation, hence, one can use duality between the corresponding cocycles. But
for interval exchange transformations there are no such flows. Another aspect of
this difficulty is that the Teichmiiller flow rescales time by a fixed factor in ergodic
integral, while the Rauzy induction for IET rescaling depends on the point.

Theorem 2. The function Law(S,(p)) has partial limits as n — oo. These limit
distributions are the same as for translation flows.

The key idea in the proof is to approximate ergodic sums for IET by ergodic
integrals for an appropriate translation flow.

This work was supported by the Russian Science Foundation grant No. 14-50-
00005.
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Dissipative Evolution Problems in Metric Spaces

Y. Kobayashi
Chuo University, Tokyo, Japan

N. Tanaka

Shizuoka University, Shizuoka, Japan

This talk is concerned with the evolution problems in complete metric spaces,
which are described by the mutational equations introduced by J.P. Aubin [1].

The results in [3], on the existence, uniqueness and continuous dependence on
data of solutions to the initial value problems for ordinary differential equations in
Banach spaces, are extended here to the case of mutational equations in complete
metric spaces. For this purpose, the dissipativity condition on mutational equations
with respect to metric-like functionals on metric spaces is proposed together with
the subtangential condition combined with growth conditions. Our results are applied
to the initial value problems for the quasilinear evolution equations investigated by
Hughes et al. [2].
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The details of the results are given in [4]. We refer to the bibliographies in Lorenz’s
book [5] for more information on mutational equations in metric spaces.
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On Global Attractors of Hamilton Nonlinear PDEs
A.l. Komech

Institute for Information Transmission Problems of the RAS, Moscow, Russia

The theory of global attractors of Hamilton nonlinear PDEs was initiated by the
author in 1990, and developed since 1995 in collaboration with H. Spohn (Muenchen
TU) and M. Kunze (Essen Univ.), and since 2004 in collaboration with V.S. Buslaev
(St. Petersburg and Toronto Univ.), P. Joly (INRIA, Rocquencourt), A. A. Komech
(A&M Texas Univ.), E. Kopylova (IITP RAS), D. Stuart (Cambridge Univ.), A. Vin-
nichenko (MCCME) and others. The investigation is inspired by mathematical prob-
lems of quantum physics: Bohr’s transitions between quantum stationary states and
wave-particle duality, see the details in [1]. A survey of the results can be found
in [2]. Main results mean the following global attraction:

Each finite energy solution converges to a finite-dimensional attractor A in the
Hilbert phase space as t — +oo.

The structure of the global attractor crucially depends on the symmetry group of
the equation:

[. For a generic equation, the attractor A is the set of all stationary states s(x).

II. For generic U(1)-invariant equations, the attractor A is the set of all solitary
waves e~ Wi (z).

[I1. For generic translation-invariant equations, the attractor A is the set of all soliton
solitons ¥ (z — vt).

Our general (open) conjecture is the following. Let G be a Lie group (for example,
SU(2) or U(3)).
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For generic G-invariant nonlinear Hamilton PDE each finite energy solution con-
verges as t — +oo to a finite-dimensional attractor A which is the set of solutions
U(t)y where U(t) is a one-parametric subgroup U(t) of G.

This work was supported by the Russian Foundation for Basic Research (project
16-01-00100).
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On Stabilization Conditions for Solutions of Nonlinear
Parabolic Equations
A. A. Kon’kov

Moscow Lomonosov State University, Moscow, Russia

We study solutions of the equations

n

0 0?
= E aij(z,u) &v;% + f(z,u,Du) =0 in R™ x (0,00), (1)
10T

4,5=1

where D = (0/0x1,...,0/0x,) is the gradient operator and |a;;(z, ()| is a positive
definite matrix for all x € R™ and ¢ € R\ {0}. Also, let there exist locally bounded
measurable functions g : (0,00) — (0,00), h : (0,00) — (0,00), and p : R™ — [0, c0)
such that

infg >0 and infh >0

K K

for any compact set K C (0,00) and, moreover,

f(@.¢ Az)sign¢ > p(a)g(lc)) [ 1+ Y lai(x, Q)|

ij=1

for all z € R”, ¢ € R\ {0}, and 0 < X < p(z)h([¢]).

By a solution of (1) we mean a function w having two continuous derivatives with
respect to x and one continuous derivative with respect to ¢ and satisfying equation (1)
in the classical sense [1]. Denote

q(r) = igfp, r € (0,00),

where B, = {x € R" : |z| < r}. For any function ¢ : (0,00) — R and a real number
0 > 1, we put

= inf o, € (0,00).
va(¢) cinf ¢ ¢ € (0,00)
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Theorem 1. Let -
/ rq(r) dr = 0o
1

and, moreover,

< o0

/1°O<ge<c><)—1/2d<<oo and /100 hjfo

for some real number 6 > 1. Then any solution of (1) stabilizes to zero uniformly
on an arbitrary compact set K C R" as t — oo, i.e.

lim sup |u(zx,t)] = 0.

t—o0 zeK
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On Oscillations of Joined Bodies
with Fluid-Filled Cavities

N. D. Kopachevsky

Crimean Federal University, Simferopol, Russia

We consider the problem of small oscillations of two pendulums joined one to
another by a spherical hinge. Each pendulum has a cavity partially filled with homo-
geneous fluid.

For the case of ideal fluids, we formulate and study the initial boundary value
problem for movements of bodies and fluids in cavities. This problem is transformed
to the Cauchy problem for a first order differential-operator equation in some Hilbert
space. It is shown that the main operator matrix of this equation is the generator of a
contracting semigroup. Based on this fact, we prove the theorem on correct solvability
of the considered problem.

If there is no friction in the hinge (conservative dynamic system), then we consider
the corresponding eigenvalue problem for frequencies of oscillations. We obtain the
variational principle for this problem and propose the Ritz approach for calculations.

For the case where fluids in cavities are viscous, we also formulate and study the
problem of small movements of the hydromechanical system. In the same way as in
the previous case, we transform the original problem to the Cauchy problem for a first
order differential-operator equation in a Hilbert space with the main operator matrix
generating an analytic semigroup. Thus we prove the theorem on correct solvability
of the problem for viscous fluids.

Further, we study the so-called normal oscillations of the system, coming to inves-
tigation of the known nonselfadjoint S. Krein operator pencil.

This research was supported by the Ministry of Education and Science of the
Russian Federation (grant 14.Z250.31.0037).
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Depression of Euler Equations for Motion of
Compressible Medium Flow

A. V. Koptev
Admiral Makarov State University of Maritime and Inland Shipping, Saint Petersburg,
Russia

1. The Euler Equations. These equations describe motion of ideal (inviscid) fluid and
gas medium flow, the case of compressible medium being most popular in practice.
Equations of that type are of mathematical interest and have a lot of applications in
engineering, aviation and rocket-space engineering, and pipeline transportation. The
general version for the 3D case is a system of four nonlinear equations with five
unknowns [1]. These unknown are the components u, v, and w of the velocity vector,
pressure p, and density p. One needs to determine these unknown as functions of
spatial coordinates x, y, z and time ¢. To date, theoretical study of these equations lags
behind requirements of practice. The main disadvantage is the lack of a constructive
method of solution while preserving the nonlinear terms. The first step in this direction
is depression of the original equations.

2. Approach to problem solution. The essence of the proposed approach is to reduce
the basic problem of solving the initial equations to a set of more simple tasks. If we
proceed from the purely mathematical properties of the original equations, then we
can state that each of them can be represented in the free divergent form

oP, 0Q; OR. 05
or "oy " ox o Y M

Here P;, Q;, R;, S;, are some combinations of the major unknowns u, v, w, p, p. Each
equation of form (1) allows integration in general. So the general solution has the

form
B 8\11271‘ 8‘1/471' 8\1167i

- - 7Qi:

_8\11271' + 6\115,1' 8\11371'
dy 0z ot

Oz 0z ot ’
. (9\1/471‘ B 8\1’5,1' n 8\111’1‘ _8\11671‘ i 6\1’3,1' B 8\11171‘
Oz Oy ot Ox Oy ot -

Here Wy ;, k = 1,2,...,6 are some twice dilferentiable functions of four variables
called the associated unknowns [2, 3].

Equality of form (2) for each initial equation can be converted so as to exclude any
nonlinear and non-divergent terms. As a result, we arrive at ten equations linking the
major unknowns u, v, w,p, p and the associated ones. They do not contain derivatives

P

R; , S = (2)
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of the five major unknowns. With respect to the major unknowns, these ten equations
represent algebraic relations. Considered together, they provide the first integral of
the Euler equations for the case of compressible medium flow. Thus in mathematical
terms, solving these equations is a more simple task.

In the case of incompressible medium, the similar approach was effectively used
by the author to solve some specific problems [4, 5].
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On Global Attraction to Solitary Waves
for Klein-Gordon Equation
with Concentrated Nonlinearities

E. A. Kopylova
Institute for Information Transmission Problems of the RAS, Moscow, Russia;
Vienna University, Vienna, Austria

The long-time asymptotics is analyzed for solutions to 3D Klein-Gordon equation
with concentrated nonlinearities. The nonlinear generator coincides with the free
Klein—-Gordon operator when restricted to sufficiently regular functions.

Our main result is the global attraction of each “finite energy solution” to the set
of all solitary waves as t — d+oo. This attraction is caused by the nonlinear energy
transfer from lower harmonics to the continuous spectrum and subsequent dispersion
radiation.

We justify this mechanism by the following strategy based on inflation of spectrum
by the nonlinearity. We show that any omega-limit trajectory has the time-spectrum
in the spectral gap [—m,m| and satisfies the original equation. The corresponding
equation implies the key spectral inclusion for spectrum of the nonlinear term. Then
the application of the Titchmarsh Convolution Theorem reduces the spectrum of each
omega-limit trajectory to a single harmonic w € [—m,m)].
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Random Guiding Functions and Asymptotic Behavior
of Trajectories for Random Differential Inclusions

S. V. Kornev

Voronezh State Pedagogical University, Voronezh, Russia

V. V. Obukhovskii

Voronezh State Pedagogical University, Voronezh, Russia

N. V. Loi

Ton Duc Thang University, Hanoi, Viet Nam

The present talk is devoted to the study of some qualitative properties of solutions
for random differential inclusions. The asymptotic behavior of a solution x(-) of an
inclusion could be characterized, for example, by the existence of finite limits at +o0
or —o0.

This type of behavior is closely related to the existence of heteroclinic and homo-
clinic solutions. Indeed, in the case of an autonomous system 2’ = f(x), each solution
x(+) for which there exists z(4o00) is a heteroclinic solution and a solution x(-) for
which z(+00) = 2(—00) = 0 is a homoclinic solution.

We define the notion of the random guiding function and by applying the random
topological degree we investigate the behavior of solutions on R and provide upper
bounds for the norms of trajectories for random differential inclusions.

This work was supported by the Ministry of Education and Science of the Russian
Federation in the frameworks of the project part of the state work quota (Project
No. 1.3464.2017), the joint Taiwan NSC-Russia RFBR grant 17-51-52022 and the
RFBR grant 16-01-00386.
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Magnetic Schrodinger Operators
on Periodic Discrete Graphs

E. L. Korotyaev
Saint Petersburg State University, St. Petersburg, Russia

N. Yu. Saburova

Northern (Arctic) Federal University, Arkhangelsk, Russia

We consider magnetic Schrodinger operators with periodic magnetic and electric
potentials on periodic discrete graphs. The spectrum of the operators consists of an
absolutely continuous part (the union of a finite number of non-degenerate bands) and
a finite number of flat bands, i.e., eigenvalues of infinite multiplicity. We estimate
the Lebesgue measure of the spectrum in terms of the Betti numbers and show that
these estimates become identities for specific graphs. We estimate a variation of the
spectrum of the Schrdodinger operators under a perturbation caused by a magnetic field
in terms of magnetic fluxes. The proof is based on the Floquet theory and a precise
representation of fiber magnetic Schrodinger operators.

Classical Solutions for One Dimensional
Biwave Equation

V. 1. Korzyuk
Institute of Mathematics of the National Academy of Sciences of Belarus, Minsk,
Belarus

N. V. Vinh

Belarussian State University, Minsk, Belarus

The biwave equation has been studied in some models related to the mathematical
elasticity theory. This is an issue of mathematical formulation for the displacement
equation of a homogeneous isotropic elastic body. In later studies, the symmetry
analysis of the biwave equation was done and exact solutions obtained by Fushchych,
Roman, and Zhdanov [1]; the existence of a unique solution to the initial value prob-
lem and the boundary value problem were given by Korzyuk [3, 4, 5], the finite
element methods for approximations of the biwave equation were developed by Feng
and Neilan [2]. In our present work, we mainly focuse on classical solutions to some
mixed problems for the one dimensional biwave equation studied by the method of
characteristics. The uniqueness of the solution is proved and the matching conditions
are indicated.

In the closed domain @ = [0, c0) x [0, {] of two independent variables (t, z) € Q C
R2?, consider the biwave equation

(07 —a®02) (07 = b°02) u(t,x) = f(t,x), (t,z)€Q, (1)

where a,b and | are positive real numbers.
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Theorem 1. The general solution of Eq. (1) is given by the sum

u(t,z) = g1 (x —at) + g2 (x + at) + g3 (x — bt) + g4 (x + bt) +

t zta(t—7) y x

208~ 2a? —12ab2/ / //f 7, &) dédxdydT—

0 z—a(t—7) 0 0 (2)
t z+b(t—7)

2a2b1 2b3/ / /y/xf(T,E)dﬁdxdydT.
0 0

0 z—b(t—7)
Theorem 2. Solution (2) of Eq. (1) belongs to the class C* (Q ( ) if and only if

91,93 S 04 (_007 l] , 492,94 S 04 [07 OO) ) (3)

fGC’ /f Tx:l:h(t—T))dTEC'l(Q) h=a,b. (4)

We consider some mixed boundary value problems for biwave equation (1) with
the Cauchy conditions and different types of boundary conditions (among them are
the Dirichlet conditions, the Robin conditions, the periodic boundary conditions, and
the integral conditions).
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Variational Problems with Regular and Irregular
Bilateral Constraints in Variable Domains

A. A. Kovalevsky
Krasovskii Institute of Mathematics and Mechanics, the Ural Branch of the RAS,
Yekaterinburg, Russia

Let ©Q be a bounded domain in R™ (n > 2), {Q} a sequence of domains in R"
contained in Q, and p > 1. Let ¢1,c2 > 0 and suppose that ps, € LY(Qy), ps = 0
in Q, for every s € N. We assume that the sequence of the norms ||usl|z1(q,) is
bounded. Let, for every s € N, fs : Qs x R® — R be a function satisfying the
following conditions: for every & € R”™, the function f4(-,€) is measurable on Qj; for
almost every x € Q, the function fy(x,-) is convex on R"; for almost every x € Q,
and for every £ € R™, we have c1|€|P — ps(x) < fs(x,€) < o€ + ps(x).

Let, for every s € N, F, : W1P(€,) — R be a functional defined by

Fy(v) :/Q fs(x, Vo)dz, veWP(Qy).

Let c3,¢4 > 0 and G : WHP(Q,) — R be a weakly continuous functional for all s € N.
Assume that G4(v) > C3Hv||ip(93) — ¢4 for every s € N and v € WhHP(Qy).

Now, suppose ¢, € WP (Q) and ¢ < ¢ a.e. in Q. We define
Vg, ) ={v e WHP(Q): o <v <1 ae. in Q}
and put Vi(p, ) = {v € WhP(Qq) : p < v < ¢ ae. in Q} for every s € N.

Theorem 1. Assume that the embedding of WYP(Q) into LP(SY) is compact, the
sequence of the spaces WYP(Q,) is strongly connected with the space W1P(Q),
and, for every sequence of measurable sets Hy C Qs such that meas Hy — 0, we
have [ psdr — 0. Assume in addition that the sequence {Fs} T'-converges to
a functional F : WHP(Q) — R and there exists a functional G : WHP(Q) — R
such that, for every function v € WYP(Q) and [or every sequence v, € W1P(Qy)
with the property |vs — v||Le(q,) —+ 0, we have Gs(vs) — G(v). Moreover, assume
that ¢ — ¢ > 0 a.e. in Q. Finally, let, for every s € N, ug be a function in Vs(p,v)
minimizing the functional Fs+Gg on the set Vi(p, ). Then there exist an increasing
sequence {s;} C N and a function v € V(p,) such that u minimizes the functional
F+G on the set V(p, 1), |lus, —uHLp(Qsj) — 0, and (Fs, + Gy, )(us;) = (F+G)(u).

For the above mentioned notions of strong connectedness of spaces and I'-conver-
gence of functionals, and for the proof of Theorem 1, see [1]. A similar result was
obtained in [2] for the case where the exhaustion condition of the domain Q by the
domains € is satisfied, ||usllrio,) — 0, ¢ =0, and ¢ : Q@ — R is an arbitrary
nonnegative measurable function.
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Entropy Solutions of Anisotropic Elliptic Equations
with Variable Nonlinearity in Unbounded Domains

L. M. Kozhevnikova
Sterlitamak branch of the Bashkir State University, Sterlitamak, Russia

For elliptic equations with power-like nonlinearities and with L;-data on the right-
hand side, the notion of an entropy solution of the Dirichlet problem was suggested
and its existence and uniqueness were proved in [1]. In the present paper, the above
result is generalized to some class of elliptic equations with variable nonlinearities

diva(x, Vu) = |ulP°® 20 4+ a(x,u), u(x)|aq = 0. (1)
Here (2 is an arbitrary domain, Q C R" = {x = (z1,22,...,2n)}, n > 2.
Put B(x) = (po(x), p1(x); vy Pa(x)) € (CT())"H. We set p. (x) = max p;(x),

+00,

" - )
p(x)=n (Z 1/pi(x)> ;o pe(x) = { n—p(x)’ Z(X) > n,

We assume that
p+(X) < pO(X) < p*(X), X € Q. (2)

[t is assumed that the functions a(x,s) = (a1(x,s),...,a,(x,8)), a(x, s9), X €
Q, s € R, s = (s1,...,8,) € R, satisfy the Caratheodory conditions, a(x, sq) is
nondecreasing in so € R, there exist numbers E,E > (0 and measurable functions
®,(x) > 0 such that for a. a. x € Q and any s, t € R”, the following inequalities hold:

lai(x,8)| < AP(s)V/7i0) £ &,(x), i=1,...,n; (3)

n

(alx,s) —a(x,t) - (s—t) >0, s £ t;  a(x,s)-s>aP(s); P(s)=Y [|si["™. (4)
i=1

Here s - t is the scalar product. We set Ty(r) = r as |r| < k, Tx(r) = ksignr as
[r| > k; (u) = [ udx.
Q

Definition 1. By an entropy solution of problem (1) we understand a measurable
function w : Q@ — R such that A(x) = a(x,u) € L1(Q), Tk(u) € W%(_)(Q) for all & >
0, and the inequality

((ax, ) + [uP°®)72u) Ty (u =€) + {alx, Vu) - VIi(u — €)) <0

holds for all k > 0 and £(x) € C}(9Q).
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Theorem 1. Let conditions (2)-(4) hold. Then the entropy solution to problem (1)
is unique.

We formulate additional conditions that are used in the existence theorem. We set
a(x, s9) = a(x,0) + b(x, sg) and assume that

a(x,0) € L1(9). (5)
Theorem 2. Let conditions (2)—(5) hold. Then there exists the entropy solution to
problem (1).
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Closing and Connecting Lemmas
for Conservative Flows in Euclidean Spaces

S. G. Kryzhevich
Saint Petersburg State University, Saint Petersburg, Russia;
University of Nova Gorica, Nova Gorica, Slovenia

E.O. Stepanov

Saint Petersburg Department of Mathematical Institute, Saint Petersburg, Russia

Let V be a bounded Lipschitz continuous vector field in R?. Suppose that V is
divergence-free and satisfies the so-called small mean drift condition

<
— Viz+y)dy
Ld [07L]d ( )

This set of conditions was first introduced by Burago, Ivanov, and Novikov [2]. There,
the authors demonstrate that the system

lim sup
L—=00 gepd

= 0. (1)

z=V(x) (2)

is controllable. Namely, for any o > 0 there exist positive values C; and Cy with the
following property: for any two points xg,yo € R?, there is a value 7(xg,y0) €
(0,Cy|z — y| + C3) and a continuous function « : [0,7(xo,%0)] — RY such that
©a(T(20,90),0,20) = yo. Here wu(7(te,t1,£) is the solution of the system & =
V(z) + a(t). In other words, system (2) is chain transitive. However, points of the
Euclidean space may be wandering.

In our talk, we discuss possible generalizations of this result on controlability (we
are mostly interested in possible analogs of Pugh’s closing lemma [3]). First of all, it
follows from results of [1] that if, in addition to supposed above, system (2) does not
have non-hyperbolic periodic solutions, then for any ¢ > 0 and any points xg,yo € R?
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there exists an e-small (in the C'-norm) vector field W (z) such that the point yq
belongs to the positive semi-trajectory of the point zy with respect to the perturbed
system

i =V(x)+ W(x). (3)

We demonstrate that the assumption on hyperbolicity of periodic orbits can be
omitted, at least for an analog of the closing lemma.

Theorem 1. Let the vector field V be bounded, uniformly Lipschitz continuous,
divergence-free and satisfy condition (1). Then for any ¢ > 0 and any x¢ € R there
exists a perturbation W (z) such that |Wllc1 < e and the point g is periodic with
respect to system (3).

In the proof, we use an original techniques of constructing for system (3) proba-
bility invariant measures distributed everywhere, and applying Poincaré’s Recurrence
Theorem and Pugh’s lemma.

This work was supported by the Russian Foundation for Basic Researches (grant

15-01-03797).
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Bifurcation Analysis of Periodic Solutions of the
Ikeda Equation

E. P. Kubyshkin

Demidov Yaroslavl State University, Yaroslavl, Russia

We consider the equation
&(t) + z(t) = psin(z(t —7) — c), (1)

where the unknown x(t) means the phase shift of the electric field in the nonlinear
medium of a ring resonator, 7 is the light propagation time in the ring resonator,
0 < ¢ < 27 is a constant phase shift, 4 > 0 is the coefficient characterizing the
intensity of the laser emission. This equation was proposed by K. Ikeda to describe the
dynamics of a passive optical resonator [1, 2]. We study bifurcation from equilibrium
states of periodic solutions of the Ikeda equation.

The equation, written in a characteristic time scale, has the following form

e12(t) + z(t) = psin(z(t — 1) — ¢). (2)

Here e = 77! < 1. This equation contains a small parameter at the first derivative,
which makes it singular. We apply the uniform normalization method to study periodic
solutions. The normal form of equation (2) contains “fast” and “slow” variables,
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where equilibrium states for “slow” variables determine periodic solutions. Analysis of
equilibrium states allows us to study the bifurcation of periodic solutions depending on
the parameters. We show the possibility of simultaneous bifurcation of large number
of stable periodic solutions. This phenomenon is called multistability. It is shown
that chaotic attractors arise through a series of the period-doubling bifurcations from
periodic solutions, which leads to the appearance of the chaotic multistability in the
behavior of solutions.
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Spectral Properties of Fractional Differentiation
Operators

M. V. Kukushkin
Institute of Applied Mathematics and Automation, Nalchik, Russia

We assume that 2 is a convex domain in the n-dimensional Euclidean space, P is
a fixed point of the boundary 91, and Q(r,€) is an arbitrary point of Q; we denote
by € the unit vector directed from P to @), where r is the Euclidean distance between
points P and Q. We consider classes L,(2) of Lebesgue complex-valued functions.
Consider the operator of fractional differentiation in the sense of Kipriyanov [1]

0
D W} () = Lg(9),

n n n
lp<n, 0<a<l——+—, <p<q<p>,
P q n—Ip

(PN@Q) =

a / [£(Q) — £(P + &) (t> dt 1+ D oy

I'il-a) / (r —t)ott T I'(n—«)

Under the assumption n > 2, consider a uniformly elliptic operator L containing the
fractional derivative of order 0 < aw < 1 in lower terms, defined by the expression

Lu = — i o ai»(x)% + p(2)D%u, u GVI(}2 Q)
=1 017]‘ J 8@ ’ 2 ’
where the coefficients of the operator L are real-valued functions
aij(r) € C*(Q), p(x) € LipA, (a < A < 1), p(z) > 0.

The following theorem establishes some spectral properties for the closure L of the
operator L.
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Theorem 1. The operator L is strongly accretive and its numerical range belongs
to the sector

S :={CeC: |arg(( —7)[ < 0}
with 6 and ~ defined by the coefficients of the operator L. For all ( € C\ &, the
operator L — ( has a closed range, moreover,
nul(L — ¢) =0, def(L — ¢) = p, ju = const.
In the case =0, we have the estimate

(L= ¢)~ ! < 1/dist(¢, ), ¢ €C\ &.

The proof is based on the property of strong accretivity for the fractional differenti-
ation operator in the sense of Kipriyanov. The analogous results can be obtained for the
operators of fractional differentiation in the sense of Marchaud and Riemann-Liouville
on the segment. Note that applied to sufficiently nice functions, the Kipriyanov oper-
ator in the one-dimensional case is reduced to the operator in the sense of Marchaud
which coincides a.e. with the Riemann-Liouville operator.
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Local Bifurcations in the Ginzburg—-Landau Equation
A.N. Kulikov, D. A. Kulikov

Demidov Yaroslavl State University, Yaroslavl, Russia
The equation
ug = u — (1 +ic)ulu* —idAu, c€R,d>0, (1)

which can be interpreted as a “weakly-dissipative” form of the Ginzburg—Landau equa-
tion for a complex-valued function u(t,z), t > 0, z € R" (v = (z1,22,...,2,)) [1-3]
was considered in [1-3]. We study (1) with the following periodic boundary conditions:

u(t,z + 2me;) = u(t,x), ej = (€15, ..., €nj), kj = Okj, (2)

where dy; is the Kronecker delta. Boundary value problem (1), (2) has the countable
family of solutions wuy(t,x) = exp(ioxt + i(k,x)), k = (k1,...,kn),k; € Z,z € R,
where (x, xx) is the scalar product and oy = d(k, k) — c.

The solutions uy(t, ) are stable if d > 2¢, unstable if d < 2¢, and a critical case in
the problem of stability for the traveling plane waves is realized with d = 2¢.

Let a = 4c*(1 — ¢?), b= (30c* — 9¢% +1)/6,

O, = ((54 — 24m)c* + (24m — 33)c® +1)/6, m=1,2,...,n,

and d = 2¢ — ye,e € (0,e9),y = £1.
The following assertion was proved in [4].
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Theorem 1. There exists €9 > 0 such that for all € € (0,&0), a # b, and v = 1,
boundary value problem (1), (2) has invariant tori Tyqq (dimTyi1(e) = m + 1)
lying in any neighborhood of the solution uy(t,x) if ©,, > 0.

The tori To(g) are stable if b < a, and unstable if b > a. The torus Tp41(e) is
stable if b > a, and unstable if b < a. The tori T,(¢) with p =3,...,n are always
saddle.

All of the existing tori are unstable if v= —1.

Asymptotic formulas for the solutions belonging to the invariant tori are given.
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A Class of Integral Operators on R*
with Continuously Varying Kernels

V. G. Kurbatov

Voronezh State University, Voronezh, Russia

V.l. Kuznetsova
Voronezh State Technical University, Voronezh, Russia

Let X and Y be Banach spaces. We denote by B(X,Y") the space of all bounded
linear operators acting from X to Y. If X =Y, then we use the briel notation B(X).
We denote by 1 € B(X) the identity operator.

Let E be a fixed finite-dimensional Banach space with norm |-|. We consider the
spaces L, = L,(R% E), 1 < p < 0.

We denote by N; = N;(R¢, E) the set of all measurable functions n : R¢ x R —
B(E) satisfying the following property: there exists a function § € L;(R¢ R) such
that

In(z, )|l < By)

for almost all (z,y) € R x R€.
We denote by Ny = N1 (L,) the set of all operators N € B(L,), 1 < p < oo, of the
form

(Vu)(e) = [ a3 uty) do (1)

where n € Ny (R, E).
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For any n € N;(R¢, E), we denote by 7 the function that assigns to each = € R¢
the function 7(x) : R — B(E) defined by the rule

n(z)(y) = n(z,z —y).

We denote by CN; = CN;(R¢ E) the class of all kernels n € N; such that the
corresponding function z + 7i(x) is continuous in the norm of L; (R¢,B(E)).

Theorem 1. Let n € CN; and the operator N € B(L,), 1 < p < oo, be defined by
formula (1). If the operator 1 + N is invertible, then (1 + N)~! =1+ M, where

(Mu)(z) = 8 m(z,z —y) u(y) dy

with m € CN;.

The proof is published in [1].

An application to differential-difference operators is discussed.

This work was supported by the State contract of the Russian Ministry of Educa-
tion and Science (contract No. 3.1761.2017).
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Periodic Solutions for N-Dimensional
Cyclic Non-Monotone Systems
with Negative Delayed Feedback'

B. Lani-Wayda

Justus Liebig University of Giessen, Giessen, Germany

We present a framework for the proof of existence of periodic solutions for a
class of cyclically coupled systems. This framework includes the results known so
far, which were restricted to the dimensions N = 1,2,3, and covers large classes of
equation for general n. Our approach exhibits the common structure of the methods
used so far, and generalizes it to arbitrary dimension. Main tools are a return map
defined by oscillation of solutions, and application of fixed point theory to this map.
The analysis of the characteristic equation coming from the linearization at zero, and
of the associated eigenprojections, is a part which gets increasingly difficult with
higher dimension. Our approach shows where “classical” methods known from the
cases N = 1,2,3 may fail here, and under which conditions these methods are still
applicable for general N.

IThis is a joint work with A.F. Ivanov.
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Ultimate Poisson Boundedness of Solutions of Systems
of Differential Equations

K. S. Lapin

Evseviev Mordovian State Pedagogical Institute, Saransk, Russia

We consider an arbitrary system of differential equations for n unknowns,

d
= Fta), F(tx) = (Fita)...., Fult.2)), (1)
where the functions on the right-hand sides are defined and continuous in R* x R7,
Rt ={teR|t>0}.
For each to € R™ we denote by R*(¢o) the set {t € R |t > to}. A non-negative
increasing numerical sequence 7 = {7;};>1 with lim 7, = 400 is called P-sequence.
11— 00

oo
For each P-sequence 7 = {7;};>1, let M(7) denote the set |J [r2i—1;72:].

i=1
Detinition 1. The solutions of system (1) are said to be uniform-ultimately Poisson
bounded if there exist a number B > 0 and a P-sequence 7 = {r;};»1 with the
following properties: for any a > 0, there exists a number 7" > 0 such that any
solution = = x(¢,%9,xo) of system (1) with to € M(7) and ||xo|| < « satisfies the
condition ||z (t,to, x0)|| < B for all t € R (to + 1) (" M(7).

It is clear that if solutions are uniform-ultimately bounded (see [1]), then they are
uniform-ultimately Poisson bounded as well.

Theorem 1. Suppose that there exist for system (1) a P-sequence T = {7;}i>1 and a
function V (t,x) > 0 defined in R (1) x R™ and satisfying the [ollowing conditions:

Lob(||lz]]) < V(t,z) < a(||z|) for all (t,x) € M(T) x R™, where a(r) > 0 is an
increasing function, b(r) > 0 is an nondecreasing function, and b(r) — oo as
r— 00;

2. Vit ) < —c(||z]]) for all (t,x) € RT (1) x R, where Vi, \(t,x) is the
upper Dini derivative of a function V(t,x) due to system (1) and c(r) is a
continuous function positive for r > 0.

Then the solutions of system (1) are uniform-ultimately Poisson bounded.

If we require in Definition 1 that T" depend not only on « but also on ¢y, then we
have the definition of equiultimate Poisson boundedness of solutions of system (1). If
in Theorem 1 we require that the function a(r) depend not only on r but also on ¢,
then we obtain sufficient conditions for the equiultimate Poisson boundedness of the
solutions of system (1).

Furthermore, we introduce the notions of partial uniform-ultimate Poisson bound-
edness of solutions, partial uniform-ultimate Poisson boundedness of solutions with
partially controlled initial conditions, partial equiultimate Poisson boundedness of so-
lutions, and partial equiultimate Poisson boundedness of solutions with partially con-
trolled initial conditions. We obtain sufficient conditions for these types of Poisson
boundedness of solutions.
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Instability in Shear Flow!
R. Lauterbach

University of Hamburg, Hamburg, Germany

Molecules of liquid crystals in shear flow can respond to this flow in many different
kinds. Some solutions are called log-rolloing, tumbling, and kayaking. The state space
of a molecule can be viewed as the set of symmetric traceless 3 x 3 matrices . There
is a natural action of the group SO(3) on this space. We explore this symmetry to
make predictions on the existence of such kayaking solutions.

Mathematical Simulation of Plasma Physics:
Elaboration, Test Solutions, and Results
of Computational Experiments

G.G. Lazareva
Institute of Computational Mathematics and Mathematical Geophysics of the Siberian
Branch of RAS, Novosibirsk, Russia

In ICMMG SB RAS, we work on mathematical modeling of plasma confinement,
electromagnetic radiation of plasma turbulence, space plasma, production of gamma-
rays in the collision of beams of charged particles, and resistance to the effects of
plasma. Simulation results are in demand at the Institute of Nuclear Physics of the
SB RAS for understanding problems of plasma physics and controlled thermonuclear
fusion. Conducting both laboratory and computer experiments is necessary to study
these problems. Computing experiments help to reduce the number of expensive labo-
ratory tests. Mathematical modeling is based on the solution of systems of equations
describing the dynamics of plasma, liquid, and gas, and the elastic-plastic deforma-
tions.

The Vlasov equation is implemented by the PIC method for equations of the elas-
ticity theory, and the gas dynamics equations are solved by the method of Godunov.
There are some specific tests for problems of this type.

Nowadays, the tokamak is the most developed concept of implementation of con-
trolled thermonuclear fusion to generate energy. The main method of accumulation
and heating of high-temperature plasma held in a magnetic field is the injection of
powerful beams of neutral atoms, while the atoms in plasma lose their weakly bound

1Joint work with David Chillingworth (Southampton, UK), Greg Forest (North Carolina, USA) and
Claudia Wulif (Surrey, UK)
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electrons and become ions of high-temperature plasma. The creation of sources of
such beams is an important part of the problem of controlled thermonuclear fusion.

Mathematical modeling of the dynamics of plasma in the trap is performed, and
evaluation of the distribution and effectiveness of plasma confinement is obtained. The
results are compared with laboratory experiments.

One of the key problems of the tokamak based fusion reactor is the resistance of the
materials of the first wall to the impact of plasma. Improved containment of hot plasma
in tokamaks is associated with high regular and periodic pulse flows of plasma on
the divertor plate. Creating plasma resistant materials requires understanding of the
processes occurring during pulse loads. Therefore, the experiments need to measure
not only the final result of the impact but also the dynamics of fast processes, and to
conduct modeling. Mathematical modeling of the dynamics of cracking, melting, and
splashing of tungsten under pulsed heat loads, typical for conditions in prospective
fusion reactor and simulated with an electron beam, will provide a basis for the
development of theoretical models.

On Solutions of Schlesinger Equation for Third Order
Upper-Triangular Matrices

V. P. Leksin

State Social-Humanity University, Kolomna, Russia

For the Schlesinger equation

- d(a; — a;
ABia) =~ Y [Bila), Bya) B, 1)
J=1, j#i L
we seek for triangular solutions of the form
AL wi(a)  wi(a)
Bl(a): 0 )\22 vi(a) 5 221,,77,
3

0 0 A;

?

Then nonlinear equation (1) for functions w;(a) and v;(a), ¢ =1, 2,...n, is reduced to
the linear systems
dui (AN = Aui — (A] = APy

da, a; — a; ’
i#7=1,...n,
v (A=A — (A = X)v;
da; a; — a; ’
i1#£7=1,...n,
with the conditions Y7 u; = Y. v; = 0. For functions w;(a),i =1, 2,...,n, we obtain

the linear nonhomogeneous system

dwi _ () = Xwi = (N = AD)w; 4 (wil@)y;(a) — u;(a)via))

)
8aj a; — aj a; — aj
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i#5=1,...n,
and the condition Y w; = 0.

Theorem 1. If for each i =1, 2,...,n the eigenvalues \}, \2, \3 of the triangular
solution By(a) to system (1) form an arithmetic progression with a fixed base
d = =+3, then the entries u;(a) and vi(a) of B; may be obtained as periods of
meromorphic differentials on hyperelliptic curves in C?, and the entries w;(a) as

polynomials of a = (aq, ..., an).

See [1] for matrices B;(a) of order p = 2 with hyperelliptic entries. For the case
of p > 3 and hypergeometric entries, see [2].
The work partially supported by grant RFBR No. 16-51-150005-CNRS-a.
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Analytical and Numerical Methods for the Study of
Attractors: Homoclinic Bifurcations, Localization, and
Dimension Characteristics

G. A. Leonov, N. V. Kuznetsov
Saint Petersburg State University, Saint Petersburg, Russia

This lecture is devoted to recent results of the study of attractors in dynamical
systems. Effective analytical and numerical methods for the study of transition to
chaos via homoclinic bifurcations, and the localization and dimension characteristics
of chaotic attractors are discussed.

The homoclinic orbits play an important role in the bifurcation theory and in
scenarios of the transition to chaos. In the case of dissipative systems, the proof of
the existence of homoclinic orbits is a challenging task. Recently, an effective method
called the Fishing principle was developed, which allows one to obtain necessary
and sufficient conditions of the existence of homoclinic orbits in various well-known
dynamical systems [1, 2, 3, 4]. The advantage of the Fishing principle in comparison
with other methods of proving the existence of homoclinic and heteroclinic orbits is
that there is no need to consider a mutual disposition of stable and unstable manifolds
of saddle equilibria and to introduce a small parameter.

Recently, it was suggested to classily the attractors as being hidden either self-
excited [b, 6]. Namely, an attractor is called a self-excited attractor if its basin of
attraction intersects with any vicinity of an equilibrium, otherwise it is called a hidden
attractor. This served the purpose of connecting the notions of transient processes
(engineering), visualization (numerical analysis), and basins of attraction and stabil-
ity (dynamical systems). The classification not only demonstrated the difficulties of
fundamental problems (e.g., the second part of Hilbert’s 16th problem on the number
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and the mutual disposition of limit cycles, Aizerman’s and Kalman’s conjecture on the
monostability of nonlinear systems) and applied systems analysis, but also triggered
the discovery of new hidden attractors in the well-known physical and engineering
models [7].

The concept of the Lyapunov dimension was suggested by Kaplan and Yorke for
estimating the Hausdorff dimension of attractors. Along with widely used numerical
methods for estimating and computing the Lyapunov dimension, an effective analytical
was also developed based on the direct Lyapunov method with special Lyapunov-like
functions. The advantage of the method is that it allows one, in many cases, to
estimate the Lyapunov dimension of an invariant set without localization of the set in
the phase space, to prove Eden’s conjecture for the self-excited attractors and get exact
Lyapunov dimension formula for attractors of various well-known dynamical systems
(e.g., such as the Henon, Lorenz, Shimizu—Morioka, and Glukhovsky—Dolzhansky
systems) [8, 9, 10, 11].
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On the Riemann-Hilbert Problem
for Difference and ¢-Difference Systems

R. Levin
National Research University “Higher School of Economics”, Moscow, Russia

[. Vyugin
Institute for Information Transmission Problems of the RAS, Moscow, Russia;
National Research University “Higher School of Economics”, Moscow, Russia

The talk is devoted to an analogue of the classical Riemann-Hilbert problem, stated
for the classes of difference and ¢-difference systems.

Construct a difference (q-difference) linear system of the form
Y(z+1)=A(2)Y(2) or Y(qz) = A(2)Y(2)

with a given monodromy matrix, a prescribed set of characteristic constants, and a
condition for the coefficient matrix A(z) to be a polynomial of fixed power.

We generalize Birkhoff’s existence theorem (see [1]). The result obtained by
Birkhoff (see [1]) could be insufficient in some cases since his theorem sometimes
leads to systems with shifted characteristic constants. There might be integer addi-
tions to the characteristic constants corresponding to power asymptotics of the solu-
tions of the systems. In the talk, we consider further research on this problem and
propose a solution which shows that there exist systems with the correct monodromy
data and characteristic constants. As a result, the roots of the determinant of the coef-
ficient matrix could be shifted by an integer, but those are not fixed in the monodromy
data. Complete statement and proof of the theorem can be found in [2].
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On Subordination of One Minimal Differential
Operator to the Tensor Product of Two Others

D. V. Limanskii

Donetsk National University, Donetsk, Ukraine;
Institute of Applied Mathematics and Mechanics, Donetsk, Ukraine

Let © be a domain in R™, p € [1,o0], and let P(D) be a differential polynomial,
D = (Dy,...,D,), D; = —i0/dx7. We consider the problem of description of the
linear space L, o(P) of all minimal differential operators Q(D) subordinate to P(D)
in the LP(2)-norm, i.e., the space of the operators Q(D) obeying the a priori estimate

QD) fllzr ) < CLIP(D) fllr) + Call fllLr),  f € C5(),
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with constants C, Cs > 0 independent of f.

In this talk, we consider the case of n = 2, Q = R? and the operator P(D) being
the tensor product of two ordinary differential operators, i.e., P(D) = p1(D1)®p2(D3).
In [1], some general results were established concerning the structure of the space
Lo g (p1®p2), where p;(D) were elliptic operators in an arbitrary number of variables.
Further, in [2], the space L., g2(p1 ® p2) was completely described for the case where
all the zeros of the symbol p;(&1) were real and simple.

Here we continue the investigations of [2], considering several cases where the
zeros of p;(&;) are not necessarily real or simple. In particular, the description of the
space Lo, r2(p1 ® p2) where the both cofactors p;(&;) (¢ = 1,2) have no multiple real
zeros is obtained, and the dependence of dim L g2(p1 ® p2) on the structure of the
cofactors’ zeros is studied. Proofs are based both on the harmonic analysis technique
and on the Newton polygon method.
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Mathematical Models of Gene Regulation:
New Mathematics from Biology (again)

M. C. Mackey

McGill University, Montreal, Canada

Simple bacterial gene regulatory motifs can be viewed from the perspective of
dynamical systems theory, and mathematical models of these have existed almost
since the statement of the operon concept.

In this talk I review the three basic types of these regulatory mechanisms and the
underlying dynamical systems concepts that apply in each case. In the latter part of
the talk I discuss the exciting mathematical challenges that arise when trying to make
honest mathematical models of the underlying biology. These include transcriptional
and translational delays, the fact that these delays may be state dependent, as well
as the interesting and often unsolved problems of characterizing the noise inherent in
bacterial dynamics (which is not of the usual type).

All of the mathematical details may be found in the recently published [1].
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Accuracy Estimate with Respect to State of
Finite-Dimensional Approximations for Optimization
Problems for Nonlinear Elliptic Equations with Mixed
Derivatives and Unbounded Nonlinearity

A.R. Manapova
Bashkir State University, Ufa, Russia

Let Q@ = {z = (z1,22) € R? : 0 < 2o < lo,a0 = 1,2} be a rectangle in R? with
boundary I' = 0). Suppose that a controlled physical process is described by the first
boundary value problem for a second-order nonlinear differential equation: to find a
function u = u(x), € Q, satisfying the conditions

2
0%u 92u
_ ;kaa(u)@ - 2k12(u)m + q(u)u = f(u), z € Q,

kia(u) = Koy (u);

u(z) =0, xed=T, (2)

where ¢(n), f(n) are given functions of 7.
We introduce the set of admissible controls

(1)

g= (k117k22,k12,) elU= {kaﬁ = gap EWL(Q),0,8=1,2:

Z Zkaﬁ (M€ads < uZaw kap(n) = kpa(n), o B=1,2,  (3)
a=1

a,B=1
ks ks

Q R?,
vx € 75 7& 075 € 8.%‘1 Rly 6372

< RQ,OC,ﬁ: 172}

We define a cost functional J : U — R! of the form

g I /|u rioraig) -l ()de, )
l
where u( ) € W4(€) is a given function.
The opt1mal control problem is to find a control g, € U minimizing the functional
g — J(g) on the set U. More precisely, we need to minimize functional (4) on the

solutions u(g) to problem (1)-(2) obeying all admissible controls g € U, see (3).
It is a priori assumed that problem (1)-(2) is uniquely solvable in the class

W3t (€) = War ()N Wy (Q), 3 <m < 4. We denote by
M, ={M; <u(x) < Mg,z € Q}

the range of the exact solution to problem (1)-(2) (which is a bounded set by the
assumption that the solution to the original problem is smooth). We define a neigh-
borhood D, (§-neighborhood) of the exact solution as

Du:{ﬂiMliletggﬂ(I)<M2+6:M2, $€K§Q,(S>O},
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where § > 0 is an arbitrary constant and can be quite small.
It is supposed that

0<qo<q(m) <qo, |f(I<fo, Vne Dy
lg(m) = q(n2)| < Lglm —mals  [f(m) = F(m2)| < Lylm — n2l, Vi, 12 € Dus
2/1(max [ )? wfol2(2 +V2)L + Ly(maxl,)?] .
2 = 5 Lr 2 - 2 = o>
V2 — pgo(maxly,) V2 — pgo(maxly)
v? — pgo(maxiy)? > 0, qi = %0 <1

Here, v, u, R, o = 1,2, qo,Go, Lg, Ly, fo, are given constants. Note that the condi-
tions imposed on the coefficients of the state equation are satisfied only in the vicinity
of the exact solution values, which indicates the presence of nonlinearities of the
unbounded growth.

When the solution of the optimization problem is smooth enough, a fairly complete
study of convergence was performed and the estimates of accuracy were obtained in
the theory of finite difference schemes (see, for example, [1],[2], and the literature
cited therein). However, real physical processes, as a rule, take place in heterogeneous
environments when various solution domains have various physical characteristics.
Nowadays, the study of computational methods for optimization problems described
by nonlinear PDFs with unbounded nonlinearities is actual and in demand, and is a
rather complex technical problem.

In the present work we construct difference approximations for extremum problems
and obtain estimates for accuracy of approximation with respect to the state.
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On the Domain of Fractional Powers
of Operators in Banach Spaces
and Generalized Dirichlet-to-Neumann Maps

J. Meichsner, C. Seifert
Technische Universitat Hamburg, Germany

Let A: D(A) — X be a non-negative linear operator in a Banach space X and
a € C, 0 < Rea < 1. We study the generalized Dirichlet-to-Neumann map for the
Bessel-type differential equation

1-2a ,
—u
t

u”(t) + (t) = Au(t), u(0)=x.

118



As it turns out, for “nice” x, the generalized Neumann data tlir(r)gr —t17229/(¢) equals
—

A%z up to a constant ¢, € C.
The results presented here are based on [1].
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Free Boundaries in Rock Mechanics

A. M. Meirmanov
Yachay Tech University, San Miguel de Urcuqui, Ecuador

In the present talk we deal with some physical processes in rock mechanics which
are described by free-boundary problems. Some of them are well known (the Muskat
problems), some of them are completely new (in-situ leaching and dynamics of cracks
in underground rocks).

The Muskat problem describes a motion of two immiscible incompressible viscous
liquids separated by a free (unknown) boundary and it is still unsolved up to now.
We suggest a new formulation for this physical problem, which uses microstructure
and homogenization and discuss some theoretical results for a joint motion of two
immiscible incompressible viscous liquids separated by a free (unknown) boundary in
a single capillary. Among them is heap and in-situ leaching, important technological
processes to extract uranium, precious metals, nickel, copper and other compound,
and biological tissue growth in vitro.

To understand the complex systems and their mathematical description, we develop
a general mathematical approach to treat it on the mesoscale (~ 1000 nm). The main
point here is new conditions at the free (unknown) boundary between liquid and solid
phases (“pore space — solid skeleton”), which express usual mass conservation laws,
and the derivation of mathematical model, describing the process at the macroscopic
level. As a result, the proposed method allows one to study how the dynamics of
the free boundary depends on the heterogeneous solution rate and external parameters
(the temperature, pressure and reagent concentration). In turn, the overall rate of the
process can be controlled either by the rate of chemical reaction on the free boundary
or by the rate at which dissolved substances are transported from the solid. We outline
how to surpass from the microscopic description to a macroscopic model as compared
to the commonly used techniques.

The last problem is dynamics of cracks (with unknown boundaries) in rocks under
frequently repeated heat impulses coming from the Earth’s core. Following K. Kasa-
hara, these geological faults in rocks are earthquakes centers, and any earthquake is
a consequence of a collapse in a deep-seated geological fault, and it begins when the
pressure inside the fault achieves some limiting value (for a given fault). We suggest
the simplest mathematical model of a deep-seated geological fault’s collapse based on
the poroelasticity theory.
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On Doubly Nonlinear Evolution Equations
with Dynamic Relation between the State Variables

J. Merker
Leipzig University of Applied Sciences, Leipzig, Germany

Doubly nonlinear evolution equations have the abstract form %v + Au = f with a
static relation v = Bu between the state variables u, v for nonlinear operators A, B.
A particular case are systems of doubly nonlinear reaction-diffusion equations

0

5 — div(a(Vu) = £ (1)
where w is vector-valued and the operator Au = —div(a(Vu)) may be degenerate
or singular. After a short review of the case where Bu = b(u) is non-potential, we
concentrate in this talk on the case of an additional dynamic equation like

0 1

5~ Au= (v - b(w) @)
with a relaxation time e > 0. Combining (1) and (2) leads to the abstract second order
equation

d®u d
6@+%(€Jzu+Bu)+Au:f, (3)

with a duality mapping Jz on a Hilbert space Z given above by Jzu = —Aw on
Z = W,*(Q). We show how to prove existence of solutions of (3) by a Rothe method,
which works even in the case where A is a multivalued and unbounded potential
operator [1].
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On the Dynamics of Nonlinear Interaction
of the String with an Oscillator
(the Nonlinear Lamb System)

A. E. Merzon

Universidad Michoacana de S. Nicolds de Hidalgo, Morelia, México

The Lamb system describes small transverse oscillations of an infinite string inter-
acting with a particle of mass m locally at the origin. The interaction force causing
the string to oscillate, is, in general, nonlinear and conservative, such that the system
is Hamiltonian. Mathematically, the Lamb system is the following Cauchy problem:

iz, t) =u"(x,t), x€R\O
teR
mij(t) = F(y(t)) + ' (0+,1) —u'(0—,2),  y(t) = u(0,1)
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ult=o = uo(x), ule=o =vo(z) Y(t)lt=0 = po.
Here the solution u(x,t) takes values in R™. The system was originally introduced by
H. Lamb [4] in the linear case where F'(y) = —w?y and n = 1. The Lamb system
with general nonlinear function F(y) was studied in [1], where the global attraction
to stationary states was established for the first time. In the talk we formulate
the main facts related to the dynamics of the system, such as the existence and
uniqueness of a solution, energy conservation, system stabilization to stationary states,
and asymptotic behavior of the dynamics. We establish the asymptotic completeness
in the system with a positive mass for hyperbolic stationary states (for a massless
particle, it was proved in [2]). For the proof, with the help of the inverse function
theorem in a Banach space, we construct a trajectory of the reduced equation (which is
a nonautonomous nonlinear ordinary differential equation) converging to a hyperbolic
stationary point. We give a counterexample showing nonexistence of such trajectories
for non-hyperbolic stationary points.
This work was supported by CIC (UMSNH) and CONACYT (México).
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Homogenization of Periodic Hyperbolic Systems
with the Correction Term Taken into Account

Yu. M. Meshkova
Chebyshev Laboratory, St. Petersburg State University, St. Petersburg, Russia

In Ly(R? C"), we consider the selfadjoint second order differential operator A. =
b(D)*g(x/e)b(D), € > 0. The matrix-valued function g(x) is assumed to be periodic,
bounded and uniformly positive definite. Next, (D) = Z?:lbij is a first order
differential operator with constant coefficients. The symbol b(£) is subject to some
condition which ensures strong ellipticity of the operator A.. We study the behavior
of the operator A;l/z Sin(TA;N), 7 € R, in the small period limit.

In [1], M.Sh. Birman and T. A. Suslina proved that
|| cos(TAL/?) — COS(T(AO)l/Z)HH2(Rd)*>L2(Rd) <Ce(l+]7]), 7€R, >0. (1)

Here A% = b(D)*¢°b(D) is the effective operator with the constant positive effective
matrix ¢gY. The results of this type are called operator error estimates in homogeniza-
tion theory.

Later M.A. Dorodnyi and T.A. Suslina [2] showed that estimate (1) is sharp
with respect to the type of the operator norm. On the other hand, in [2], under
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some additional assumptions on the operator, the result (1) was improved with respect
to the type of the norm. In [I, 2], by virtue of the identity AZY? SiH(TA;/Q) =

fOT cos(?A;/Q) dr and the similar identity for the effective operator, the estimate
1AZ1/2 sin(rAL/?) — (A%) 72 sin(r(A%) %) | 2 may Loy < Ce(L+17)? (2)

was deduced from (1) as a (rough) consequence.
Our first result is improvement of estimate (2). Our second result is approximation

for the operator AZY? Sin(TA;/z) in the (H? — H')-norm with the corrector taken
into account.

Theorem (see [3]). For 7 € R and € > 0 we have
IAZY2 sin(rAL?) = (A%) 2 sin(r(A°)?) || 1 gty Loray < Cre(1+|7]),
| 4212 sin(rAY/2) — (A%)72sin(r(A)2) — eK (e, 7)

S 028(1 + |7'|)
H2(R4)— H'(R?)

Here K(e,1) is the so-called corrector. The constants Cy and Cy are controlled
explicitly in terms of the problem data.

The results are applied to homogenization for the solutions of the nonhomogeneous
hyperbolic equation 82u.(x,7) = —A.u.(x,7) + F(x,7), F € Ly joc (R; L2(R%; C™)).
The study was supported by project of RSF No. 17-11-01069.
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On the Uniqueness of Solutions of Boundary Value
Problems for Mixed-type Equations

E.l. Moiseev, T.E. Moiseev, A. A. Kholomeeva
Lomonosov Moscow State University, Moscow, Russia

Consider an analogue of the classical Gellerstedt problem for the Lavrentyev-
Bitsadze equation
Ugqg + (Sgn y)uyy =0 (1)
in the domain D = D™ U Dy U Dy, where D is a semicircle in the upper half-plane,
D={(r0):0<r<1,0<0<m}, Dy is the triangle in the lower hali-plane bounded
by the axis OX and by the segments vy = {(z,y) : y = —z —1,-1 < = < —3},
Y2 = {(z,y) : y = x,—3 < & < 0}, and D, is the triangle in the lower half-plane
bounded by the axis OX and by the segments 3 = {(z,y) : y = —2,0 < z < 1},
n={(y) y=r-1;5<z<1}
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The problem is to find a function u(x,y) satisfying equation (1), the inhomoge-
neous boundary condition at the circular curve

u(l,0) = f(0), 0< O <, (2)

and the following conditions at the parallel characteristics v; and ~s:

u(z,y)l,, =0, (3)
ou(z,y) Ou(z,y) _
( or Oy ) s =0 S

In addition, we set one of the following Frankl type gluing conditions along the
degeneracy line of the type of the equation:

Ou(zx,40) ou(z, —0)

== ,x € (—1,0),

dy Ay ( ) (5)
ou(z,+0)  Ou(x,—0) ]
By =+ 9y z € (0, 1);

The classical Gellerstedt problems were investigated in [1, 2], while the Gellerstedt
problems with data given at internal or external characteristics were investigated
in [3, 4].

We obtain some results about solvability of these problems, including the case
where condition (4) is replaced by the condition u(x,y)|,, = 0.

This work is supported by the Russian Science Foundation (contract No. 16-11-
10194).

References

[1] Bitsadze A.V. Some Classes of Partial Differential Equations. — New York: Gor-
don and Breach Science Publishers, 1988.

[2] Smirnov M. M. Mixed-type Equations [in Russian]. — Moscow: Nauka, 1985.

[3] Moiseev T.E. Gellerstedt problem with a generalized Frankl matching condition
on the type change line with data on external characteristics, Differ. Equ., 52,
No. 2, 240-247 (2016).

[4] Moiseev T.E. Gellerstedt problem with nonclassical matching conditions for the
solution gradient on the type change line with data on internal characteristics,
Differ. Equ., 52, No. 8, 1023-1029 (2016).

Multistability in the Mackey—Glass Equation
A.R. Moryakova

Demidov Yaroslavl State University, Yaroslavl, Russia

Multistability, i.e., the simultaneous existence of several attractors for a given set
of parameters, is one of characteristic features of nonlinear systems. We investigate
bifurcation from equilibrium states of periodic solutions of the well-known Mackey—
Glass equation [1] with the uniform normalization method. We show that several
stable periodic solutions can coexist for given parameters.
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On Maximum Principle
for Differential-Difference Equations

A. B. Muravnik

JSC “Concern “Sozvezdie,” Voronezh, Russia;
RUDN University, Moscow, Russia

For the case of classical elliptic and parabolic partial differential equations, the
maximum principle is derived from the form of the equation itself: assuming that a
function satisfies the considered equation, we immediately see that it satisfies a clas-
sical sufficient extremum condition for multi-variable functions. Thus, the maximum
principle is an a priori estimate.

Once we include nonlocal terms, the above arguing becomes impossible because
the equation links the values of derivatives of the equation at different points. However,
if we have a Poisson-type integral representation of the solution and criteria of its
stabilization (see [1, 2, 3]), then it is possible to establish the maximum principle for
such solutions as well; note that it is not an a priori estimate anymore: its validity is
guaranteed only for solutions represented by the said Poisson-type expression.

At the moment, the greatest generality achieved in this area is as follows:

(i) the half-space Cauchy problem for the parabolic equation

ou - 0?%u
yn =Lu= Z akja—z]% (x4 hkjej7t),

k.j=1

where e;, j = 1,n, denotes the unit vector of the jth coordinate direction, while
the real coefficients ay; and hg;, k,j = 1,n, guarantee the strong ellipticity of
the differential-difference operator —L;

(ii) the half-plane Dirichlét problem for the elliptic equation

0%u T 9% 8%u
— — h . _— =
52 (& Y) + k§:1 o (2 = hiyy) + R (z,y)=0

under the assumption that there exists a positive constant C' such that the

inequality 1 + Zak cos hi& > C holds on the real line.
k=1

This work was financially supported by the Ministry of Education and Science of
the Russian Federation on the program to improve the competitiveness of Peoples’
Friendship University (RUDN University) among the world’s leading research and
education centers in 2016-2020.
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Uniform Asymptotics of Boundary Values
of the Solution to the Linear Problem
on the Run-Up of Waves on a Shallow Beach

V. E. Nazaikinskii
Ishlinsky Institute for Problems in Mechanics of the RAS, Moscow, Russia;
Moscow Institute for Physics and Technology (State University), Moscow, Russia

In a domain 2 C R2, we consider the Cauchy problem with localized initial data
for the wave equation with variable velocity degenerating at the boundary 02 as the
square root of the distance to 9€2. In particular, this problem describes the run-up
of tsunami waves on a shallow beach in the linear approximation (e.g., see [1]). A
method for constructing asymptotic solutions of this problem for small values of the
source-to-basin size ratio was developed in [2] (see also references therein) on the base
of Maslov’s canonical operator [3] modified in [4] to take into account the nonstandard
behavior of characteristics (they go to infinity in the momentum variables) near the
boundary, which can be viewed as a caustic of a special kind. The modified canonical
operator is defined via the Hankel transform, which arises as Fock’s quantization [5]
of a canonical transformation regularizing these nonstandard characteristics.

In the present talk, we are interested in the boundary values of the asymptotic so-
lutions. It turns out that they can be expressed via the standard canonical operator on
a Lagrangian submanifold of the cotangent bundle of the boundary [6]. This simplifies
the formulas dramatically; for initial perturbations of a special form, the boundary
values of the asymptotic solutions can be expressed via simple algebraic functions.
Further, if the initial perturbation shape is specified by a function sufficiently rapidly
decaying at infinity, then the boundary values of the asymptotic solution give the
asymptotics of the boundary values of the exact solution in the uniform norm [7].
To show this, we, in particular, prove a trace theorem for nonstandard Sobolev type
spaces with degeneration at the boundary.

The results were obtained jointly with S. Yu. Dobrokhotov and A. A. Tolchennikov.
This work was supported by the Russian Science Foundation under grant 16-11-10282.
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Variational Inequalities for the Fractional Laplacians

A.l. Nazarov
St. Petersburg Dept. of Steklov Institute, St. Petersburg, Russia;
St. Petersburg State University, St. Petersburg, Russia

We study the obstacle problems for the Dirichlet and Navier fractional Laplacians
of order s € (0,1) in a bounded domain © C R™, under mild assumptions on the data.
Let © be a bounded and Lipschitz domain in R™, n > 1. Given s € (0,1), a

measurable function ¢ on  and f € ﬁS(Q)’, we consider the variational inequalities
ue Ky, (AYu—fo—u)y>0 VYwekK,. (Dir)

we Ky, ((-Aafu—fo-u)>0 VYveKj. (Nav)

Here
H5(Q):={uec H*(R") |[u=0 on R™\Q};

Kj}:{veﬁs(Q)\v>wa.e. onQ};

(—A) is the restricted (or Dirichlet) fractional Laplacian defined via the Fourier
transform by

2s
FICAT ) = (610 = gy [ ¢ ula)da
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(—Aq)’ is the spectral (or Navier) fractional Laplacian being sth power of the standard
Laplacian in the sense of spectral theory, i.e.

(AQ)SU—i/\i (/U%‘)s@j-

Q

where \; and ¢;, j > 1, are the eigenvalues and (Ls-normalized) eigenfunctions of the
standard Dirichlet Laplacian, and the series is understood in the sense of distributions.

We obtain some regularity results and compare the solutions of (Dir) and (Nav).
This talk is based on papers [1] and [2].
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On Long-Term Dynamics of Slow-Fast Systems
with Passages through Resonances

A.l. Neishtadt
Space Research Institute of the RAS, Moscow, Russia;
Loughborough University, Loughborough, UK

Small perturbations imposed on an integrable nonlinear multifrequency oscillatory
system cause a slow evolution. During this evolution the system may pass through
resonant states. There are important phenomena related to such passages: capture
into resonance and scattering on resonance. We will discuss the dynamics on long
time intervals on which many passages through resonances occur.

Effects of passages through resonances can be considered as random events. Such
effects separated by long time intervals can be treated as statistically independent. In
this talk we describe model examples from charged particles dynamics that demon-
strate these quasi-random effects. In particular, we present an analog of kinetic
equation for description of such kind of dynamics.

The talk is based on papers [1, 2, 3].
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Asymptotic Integration of Functional Differential
Equations with Oscillatory Decreasing Coefficients

P.N. Nesterov
Yaroslavl State University, Yaroslavl, Russia

We study the asymptotic integration problem for the functional differential system
(FDS)
31.7 = BO.Tt + G(t,xt) (1)

as t — oo. Here v € C™ and x4(0) = x(t+0) (—7 < 0 < 0) denotes the element of C,
where C = C([—7,0],C™) is the set of all continuous functions defined on [—7, 0] and
valued in C™. We consider Eq. (1) as a perturbation of the linear autonomous system
& = Boyx¢, where By is a constant bounded linear functional acting from C; to C™.
And the perturbation in the form of a bounded linear functional G(¢,-) acting from
C; to C™, is assumed to be small in a certain sense. Roughly speaking, we assume
that for each infinitely differentiable function () € C;, the vector function G(-,¢)
consists of two terms: the first one is of oscillatory decreasing form as ¢t — oo and the
second one is a certain function depending on ¢(6) and absolutely integrable on [tg, o0)
. The main assumption concerning the unperturbed equation is the following. The
characteristic equation det A(\) = 0, where A(X\) = A\ — By(e*?I), has N roots (with
account of their multiplicities) A1,..., Ay with zero real parts, while the remaining
roots have all negative real parts. This makes possible to use the ideas of the center
manifold theory (see, e.g., [1]) for asymptotic integration of Eq. (1).

The asymptotic integration problem for FDS having form (1) was studied by the
author in paper [3]. The essence of the proposed asymptotic integration method
is to construct the center-like manifold (also called critical manifold) for Eq. (1)
which is positively invariant for trajectories of Eq. (1) for ¢ > ¢, and attracts all the
trajectories for sufficiently large ¢. It turns out that the dynamics of solutions of
Eq. (1) lying on this manifold can be described by some N-dimensional linear system
of ordinary differential equations. Therefore, in order to obtain the asymptotics for all
solutions of Eq. (1), we should construct the asymptotic formulas for the fundamental
solutions of a system on the critical manifold. This can be done by using the averaging
technique from [2] together with the well-known asymptotic theorems. We illustrate
the proposed method by constructing the asymptotic formulas as t — oo for solutions
of the delay differential equations

a sin wt

= —gx(t —1)+ 2(t — h), (2)

. T asinwt
xf—§m<t—1—|— ) (3)
In Egs. (2) and (3), we assume that a,w € R\{0}, h > 0, and p > 0.

This research was supported by the grant of the President of the Russian Federation
No. MK-4625.2016.1.
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Analyticity and Non-analyticity for Bounded
Solutions of Functional Differential Equations

R.D. Nussbaum
Rutgers, The State University of New Jersey, New Brunswick, USA

Let R and C denote the real numbers and the complex numbers respectively. An
old theorem of Nussbaum [1] implies as a very special case that if x is a bounded,
continuously differentiable function from (—oo,T] to C which satisfies the equation

' (t) = f(a(t),=(t — 1)),

where r is a positive constant and f is analytic on an open neighborhood of the closure
of the range of ¢t — (z(¢t),z(t —r)) in C x C, then ¢ — x(t) extends to a bounded
analytic function defined on a § > 0 neighborhood of (—o0, 7] in C.

We shall describe work with Professor J. Mallet-Paret in which we consider a
non-autonomous FDE with a non-constant time lag:

() = f(t,x(t),x(t —r(t)).

Here r(t) is nonnegative and real analytic on (—oo,T] and f is analytic on an appropri-
ate domain in C x C x C. Somewhat surprisingly, the situation in this context is much
more complicated than in the “classical” case. We shall discuss a class of examples of
the above form which possess infinitely differentiable periodic solutions which are an-
alytic on certain nonempty open sets, but which also fail to be analytic on nonempty,
Cantor-like sets. The Krein—Rutman theorem plays a role in our arguments.
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On Periodic Problem for Random
Functional Diiferential Inclusions

V. V. Obukhovskii

Voronezh State Pedagogical University, Voronezh, Russia

We consider the notion of a random (either smooth or non-smooth) integral guiding
function for some classes of functional differential inclusions in finite-dimensional
spaces. Combined with the random topological degree, this notion is applied to the
study of periodic and asymptotic problems. Some applications to random differential
complementarity systems are discussed.
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On Integration of Smooth Multidimensional Bol Loop
Structure Equations

E. A. Onorpienko, A. M. Shelekhov

Moscow Pedagogical State University, Moscow, Russia

We continue to investigate the smooth multidimensional loop with the B,, identity
(z/y)(z\z) = z((zy)\z) (the so-called Bol loop or B,,-loop). We find a system of
PDEs defining a special class of such loops (denoted by C' B}, (1)), arising on the semi-
direct product of two Abelian groups. From the geometric point of view, this system
represents the structure equations of some multidimensional three-web, written in the
Cartan symbols of external differential forms. We succeeded in integrating this system
and finding the equations of the corresponding Bol loop in some local coordinates. The
following assertion holds.

Theorem. For some choice of local coordinates, the r-dimensional Bol loop CB,, (1)
equations can be reduced to the form

9 “uv (uw)v

1
Z% = X+ e(X) (Yb — —db (XUY? — XUYY) — AY X“X“’Y”) +

2
+§Sfj(X)a§(tAb XiXexwy?,

uw)v
Z4=X"4+Y".
Here
e the indices take the following values: a,b,c,d,... = 1,...,p; u,v,w,z2,... =
p+1,....7;
e af and d’, are some constants, the quantities A, are defined by the for-
mulas
a — 1 a a b
Awu’u = §bwuv - abwdu'w
were b®_ —are also constants;

wuv

e the quantities ef(X) are the components of the matrix exp(2C(X)), where
C(X) = (ap, X");

e the quantities S%(X) are the components of the function

1

S(z) = 3; m(20(;5))’2
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Numerical Solution of a Parabolic Equation
by Means of the Rational Approximation
of the Operator Exponential

M. N. Oreshina
Lipetsk State Technical University, Lipetsk, Russia

Let H be a Hilbert space with the scalar product (-,-). Consider the abstract
parabolic equation
& = Bx + bu(t), z(0) =0,

with the scalar output function
y(t) = (x(t), ).

Here B: D(B) C H — H is a negative semidefinite operator, v: [0, +00) — R, and
b, ¢ € H. The function hp.(t) = fi)oo exp, (&) dEy.(€), where exp, (&) = €5t and F is
the spectral decomposition of the operator B, is called a fundamental solution.

We suggest a numerical method [1] for the construction of an approximate fun-
damental solution. A similar approach was earlier used in the finite-dimensional case
in [2]. For each ¢ > 0, we replace the function exp, by a rational function =, approxi-
mating the original function on the interval (—oo, 0]. For the approximate fundamental

solution we take the function hy.(t) = LOOO r¢(§)dEpc(§).
We obtain a priori estimates for the approximation error.

Theorem 1. Let t > 0 be a given number. If the rational function r, approximates
the function exp, with an absolute error £(t) > 0, i.e.

re(€) — e <e(t), €€ (—o00,0],
then the approximate fundamental solution hy. satisfies the estimate
e (t) = hoe(t)] < (@10 [l

Theorem 2. Let t > 0 be a given number. If the rational function r, approximates
the function exp, with a relative error (t) > 0, i.e.

re(€) — | <e()e!, €€ (~o00,0],
then the approximate fundamental solution hy. satisfies the estimate

e (t) = hoe ()] < £(t) v/ hop () hee(t)-
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The suggested method can be used in the remodeling problems for complicated
objects and systems.

This work was supported by the Russian Foundation for Basic Research and the
Lipetsk region (research project No 17-47-480305-r_a).

References

[1] Oreshina M.N. Approximate solution of a parabolic equation with the use of a
rational approximation to the operator exponential, Diff. Equat., 53, No. 3, 398-
408 (2017).

[2] Kurbatov V.G., Oreshina M. N. Interconnect macromodeling and approximation of
matrix exponent, Analog Integrated Circuits and Signal Processing, 40, No. 1,
5-19 (2004).

Method of Asymptotic Partial Decomposition
for Multistructures: the Steady Stokes Equations

G. P. Panasenko
Institute Camille Jordan, UMR CNRS 5208, Villeurbanne, France;
SFR MODMAD FED 4169, Univ. Lyon, UJM, Saint-Etienne, France;
Moscow Power Engineering Institute (Technical University), Moscow, Russia

Method of asymptotic partial decomposition of a domain proposed and justified
earlier for thin domains (rod structures, tube structures, see [1, 2, 3]) is generalized
and justified for the multistructures, i.e. domains consisting of a set of thin cylinders
connecting some massive 3D domains. In the present paper, the Dirichlet boundary
value problem for the steady state Stokes equations is considered. This problem is
reduced to the Stokes equations in the massive domains coupled with the Poiseuille
type flows within the thin cylinders at some distance from the bases (the MAPDD
approximation problem). The estimates for the difference of the exact solution to the
initial problem and the solution to the MAPDD approximation problem is proved.
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Hilbert Inequality on Function Spaces

J. Pankaj
South Asian University, New Delhi, India

Hilbert’s inequality reads as
Y f(y)g(x) T
— - dxd - P »’ 1
/o /0 Tty T dy < ﬂcscp Ifll e eyllgll ®+), (1)

where 1 < p < oo, f € LP(0,00) and g € L¥'(0,00). It is well known that the Hardy
inequality can be deduced from (1), which in turn plays the key role in studying the
imbeddings of Sobolev spaces into Lebesgue spaces.

We shall discuss in this talk that inequality (1) can be obtained from certain
convolution inequalities. Next, we shall discuss various generalizations of (1), viz,
when the expression ﬁ is replaced by a suitable kernel k(x,y) and Lebesgue spaces
are replaced by various other spaces such as grand Lebesgue spaces, fully measurable
grand Lebesgue spaces, and grand Bochner Lebesgue spaces. Finally, we shall talk
about the determination of the best constant in (1) for the case where the parameters

are non-conjugate.

On Approximation of Entropy Solutions to Degenerate
Nonlinear Parabolic Equations

E. Yu. Panov
Novgorod State University, Veliky Novgorod, Russia

We study the Cauchy problem for the degenerate parabolic equation
up +divy f(u) — Agg(u) =0, w(0,2) =up(x) € L=(T"), (1)

where T™ = R™/Z" is the n-dimensional torus.

The flux vector f(u) = (fi(u),..., fn(u)) € C(R,R™) is supposed to have bounded
variation in any segment while the diffusion function g(u) is a continuous nonde-
creasing function (it is possible that g(u) = 0 when equation (1) is reduced to a
multidimensional conservation law). By our assumptions, we can represent the flux
vector f(u) as the difference f(u) = f+(u)—f~(u) of vector functions with continuous
nondecreasing components f;r,fi_, i =1,...,n. For a fixed ¢ > 0, we introduce the
nondecreasing functions h(u) = f(u) + 19(u) and define the approximate solution
u=u(t,z;e) of (1) as a solution of the ODE

n

U= % Z[h;r(u(t, x—ee;))+h; (u(t,z+ee;)) — h:r(u(t, x)) —h; (u(t,z))], u(0) = uo,

i=1

(2)
considered in the Banach space L>°(T"™). Here ¢;, i = 1,...,n, is the standard basis
in R™. Approximation scheme (2) is analogous to that one proposed in [3].
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Theorem 1. There exists a unique solution u(t,z;e) € C*(Ry, L>°(T")) of problem
(2). Moreover, ||u(t, ;€)]loc < ||Uollco, and the map ug — u(t,-;€) is monotone and
nonexpansive in L'(T™). As € — 0, we have u(t,z;¢) — u(t,x) in L}, (Ry x T"),
where u(t,z) is a unique entropy solution of problem (1) in the sense of Carrillo

[2].
In the hyperbolic case g = 0, the presented results were established in [1].

The research was supported by the Russian Foundation for Basic Research (grant
No. 15-01-07650-a) and the Ministry of Education and Science of the Russian Feder-
ation (contract No. 1.445.2016/FPM).
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Current Trends
in Deterministic and Stochastic Dynamical Systems
Modelling in Mathematical Ecology,
from Lotka—Volterra to Hyper-Network Models

F. Papadimitriou
International Society of Computational Ecology

There has been a remarkable interest in Dynamical Systems Modelling in Math-
ematical Ecology in the late 20th century. Numerous researches have discovered
chaotic phenomena, Hopf bifurcations and other interesting behaviors from within
two-or-three-species ODE models. However, nonlinearity presents considerable diffi-
culties in the derivation of analytical solutions, even in relatively simple models.

There are obvious restrictions to these modelling approaches. Additionally to the
increased requirements in computational resources, it was gradually realized that the
predictive capacity of these deterministic models would remain of limited value without
taking spatial interactions and stochasticity into account.

Given these, the aim of our study is to identify the key trends emerging in Mathe-
matical Ecological Modelling currently, after tracing the key stages of its development
from the celebrated Verhulst and Lotka-Volterra models until 2017, and to assess
their forthcoming future.

This study presents the results of an extensive evaluation work on how some of
the shortcomings of traditional ODE models can partly be overcome by introducing
new components in low-dimensional models; such as Laplacian matrices, stochasticity
(i.e. the Gaussian white noise added to each population’s dynamics), and others.
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Differential equation models have consequently become even more “dynamic” now,
by allowing for the study of hitherto unscathed research fields. Furthermore, even the
dynamics of “networks of networks” (such as multiplex, multiplayer, hyper-networks)
can now be examined analytically also.

Application of Fractional Calculus
to the Theory of Hereditary Dynamical Systems

R. 1. Parovik

Institute of Cosmophysical Research and Radio Wave Propagation, Far Eastern Branch
of the RAS, Paratunka, Russia;
Vitus Bering Kamchaka State University, Petropaviovsk-Kamchatskiy, Russia

For the hereditary dynamical system, the following Cauchy problem is posed:
O () + AN () = F (2 (£),8) 2 (0) = 01,3 (0) = g, 1 < < 2,0 <y < 1. (1)

Z are the operators

\“

Here 8z (1) = r(2 3 f )ﬁnl and 9,z (n) = F(l 5
of Gerasimov—Kaputo fract1onal orders B and 7, ai,as are constants, t € [0,7T] is
the time variable, @ (t) = dx/dt, i (t) = d*x/dt?, f(x(t),t) is a nonlinear function
satisfying the Lipschitz condition with respect to the argument z (¢), i.e.

[f (2 (8),8) = f (22 (), )] < Llay (8) — 22 ()],

and z (t) € C%[0,T] is a solution.
Using the methodology of paper [1], we come to the discrete Cauchy problem

k—1 k—1
AZ aj (Th—j+1 — 2Tp—j + Tp—j—1) + B Z bj (Tp—jr1 — Th—j—1) = fu  (2)
7=0 j=0
et . 2 9 . 1— 1
with A= o7 B= 25 m =%, 0, = G+ 1)*7 =520, b = (G + 1) 7 =51,

where N is the number of nodes and z (t;) = zj is the grid function. Equation (3)
can be rewritten in a more convenient form of an explicit-finite difference scheme,

k—1
1
Tpi1 = m 2Ax) — (A — B) Tp—1 — AZCLJ' (xk—j—&-l - QJJk_j + l'k—j—l) (3)
j=1
1 k—1
A+ B Bj; b (Th—jr1 — Th—j—1) + fr

In the paper, the following key theorems are proved.

Theorem 1 (see [1]). Explicit finite-difference scheme (3) converges with |Ty—xy| =
O (1) under the condition

m( (igfﬁ;)ﬁ*). @
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Theorem 2 (see [2]). Explicit finite-difference scheme (3) is conditionally stable if
condition (4) is satisfied and the estimate Y, — Xi| < C'|Yo — Xo| holds for any k
with a constant C > 0 independent of T.

The work is carried out according to the State assignment at the Vitus Bering
Kamchatka State University, theme “The application of fractional calculus into the
theory of oscillatory processes,” No. AAAA-A17-117031050058-9.

References

[1] Parovik R.I. Explicit finite-difference scheme for the numerical solution of the
model equation of nonlinear hereditary oscillator with variable order fractional
derivatives, Archives of Control Sciences, 26, No. 3, 429-435 (2016).

Homogenization Estimates in L”-norms
S. E. Pastukhova

Moscow Technological University (MIREA), Moscow, Russia
Consider a semigroup e *4< in R? (d > 2) with the generator
A, = —div(a®V), a®(x) = a(x/e),

where € € (0,1], a(z) is a measurable symmetric matrix 1-periodic in each of the
variables x1,...,zq and satisfying the ellipticity and boundedness conditions

ve? <a(x)é-E<v ¢ VEERT, v>0. (1)

Our goal is to investigate the asymptotic behaviour as ¢ — 400 of the semigroup
e~t4< for a fixed parameter ¢, and also the asymptotic behaviour as ¢ — 0 of this
semigroup for a finite time ¢ > 0.

[t turns out that in both cases (for large times or for small €) the behaviour of the
semigroup is governed by a constant homogenized matrix a® of class (1) defined via
certain procedure usual in homogenization. So, one can construct the homogenized
operator Ay = —div (a’V) of the same type as the initial operator A. but having
constant coefficients.

Theorem 1. The estimate
_ 5
et — e Lo ray s o(ray < co—ms t>0, 1< p< oo, (2)
Vit
holds with a singe constant co depending on the dimension d and the ellipticity
constant v only.

As a corollary of (2), we deduce the similar estimate for the difference of resolvents
corresponding to the operators A, and Ajg.

Theorem 2. The estimate
[(Ac + )7 = (Ao + 1) o ray Lowe)y < 16, 1< p < o0, (3)

holds with a single constant ¢y only depending on the dimension d and the ellipticity
constant v.
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To obtain (3) from (2), one should use the well-known representation of the resol-
vent in terms of the semigroup:

(A+1)1 :/ e"te~tAdL.
0

The proof of (2) is based on the use of the asymptotics for large times of the
fundamental solution K (x,y,t) that is the kernel of the integral operator e7*4, A =
A€|€:1'

These results are obtained jointly with Professor V.V. Zhikov. They are published
in [1].
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The Dirichlét Problem and Disappearance of the
Imaginary Part of the Laplace Transform on the
Imaginary Axis in Connection with the
Fourier—Laplace Operators

A.V. Pavlov

Moscow Institute of Radiotechnics, Electronics and Automatics, Moscow, Russia

With the help of Theorem 1, we obtain a special solution to the Dirichlét problem
in Rep > 0 with the zero imaginary part on the imaginary axis (see the integrals
of Poisson and Schwartz [1], p. 209). A similar situation was considered in [2] (an
additional part, Sec. 2, p. 103) with the difference that the real part of the solution
was zero on the imaginary axis.

By definition, Ly S(z)(:)(r) = ZfoeimS(x)d:r, r€l0,00),L_ =L ,FLS(x)(-)(v) =

oo

[ etv*iS(z)dx, v € (—00,00).

Theorem 1.

Im LF_u(x)(-)(is) = — / u(r)dr/(r+s)=0,s € (—o0,00),

if u(0) =0, and |u(z)||z|**° = 0, |z| — 00,6 > 0; § = const,r € (—00,00), where
the function d*u(z)/dz? is continuous for all x € (—o0, 00).

Proof. 1t follows from the definition that L(s) = Ly F_u(x)(-)(is) = LFyu(x)(-)(is),
Imu(s) =0,s € (—00,00), and we obtain Re L(s) = Rel(s), I(s) = LFyu(z)(:)(is),
s € (—00,00). Then we use the fractionally-linear representation S — G4 (see [1],

p. 127)
p=s=1ih(az+d)/(bz+c)=f(2),a=1b=—-l,d=c=¢" 2 {z:|2|<1} =S,
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pe{p:Imp 20} =G4, a,h € (0,+00), with f(w) = s € (—o0,0), |w| =1,C; —
(—00,00), and L(f(w)) = L(s),w € C; ={w : |w| =1}, s € (—00,00).

Note that the real parts of the functions I(f(z)) and L(f(z)) are the same on the
circle |z| = 1: mu(s) = ReL(s) = Rel(s),s € (—00,00),s = f(w),|w] = 1, and it
follows from the solution to the Dirichlét problem in |z| < 1 that the the imaginary
parts of the functions L(f(z)) and I(f(z)) (the two integrals of Schwartz, see [1],
p. 209) are the same, Im L(f(2)) = Imi(f(2)) + ¢, ¢ = 0. We use the relations
L(p) — 0, I(p) — 0 for all p in the definitions of the functions. Moreover, both
L(f(2)) and I(f(z)) are regular in |z| < 1 and continuous on |z| = 1 from the inside
(see also [1], p. 127).

Thus we obtain Imi(s) = —Imli(s) =0,s € (—00,00).
References

[1] Lavrentiev M. A., Shabat L.E. The Methods of Theory of Functions of Complex
Variable. — Moscow: Science, 1987.

[2] Pavlov A.V. The disciplines of service with priority for the short requirements
and identical service, Moscow: Pub. FGBOU VPO MGTUMIREA (MIREA), num.
st. reg. 0321401014, 17 Apr. 2014, http://catalog.inforeg.ru/Inet/
GetEzineByID/300386 (2014).

To the Question of Robust Controllability of
Differential-Algebraic Equations

P.S. Petrenko
Matrosov Institute for System Dynamics and Control Theory of the SB RAS, Irkutsk,
Russia

We consider the system of first order ordinary differential equations
A2’ (t) + B(t)z(t) + U(t)u(t) =0, t € I =0, +0c0), (1)

det A(t) =0,

where A(t), B(t) are given (n x n)-matrices, U(t) is a given (n x I)-matrix, z(t) is a
desired n-dimensional state function, w(¢) is an I-dimensional control function. Such
systems are called differential-algebraic equations (DAEs). The insolvability measure
with respect to the derivatives for a DAE is an integer called the index of the DAE.

We investigate robust controllability of system (1). Let (1) be R-controllable (i.e.,
controllable in the reachable set) on an interval 7. Robust controllability problem is
the search for conditions on matrices AB and AU such that the system

A(t)x' (t) + (B(t) + AB)z(t) + (U(t) + AU)u(t) =0

remains R-controllable on T'.
The analysis is carried out under the assumptions that ensure the existence of a
global structural form that separates “algebraic” and “differential” subsystems,

2y (t) + J1()x1(t) + H(t)u(t) = 0, (2)
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2a(t) + Ja(B)wr (£) + G(O)a(t) =0, tel, (3)

having the same solutions as original system (1), see [1]. Form (2), (3) is obtained
with the help of the operator

R = Rolt) + Fa(t) gy + oot 10 () (1)
which has a left inverse on I. Herein colon (z1(t), z2(t )) Qx( ), @ is the correspond-
ing permutation matrix, @(t) = colon(u(t),u (t),...,u(t)); Ji(t), Ja(t), H(t),G(t)
are determined by the matrices A(t), B(t), U(¢), their derivatives up to rth order in-
clusively, and the coefficients of operator (4).

Necessary and sufficient conditions for robust R-controllability for DAE (1) are
obtained.

This work was partially supported by the Russian Foundation for Basic Research
(project No. 16-31-00101) and by the Complex Program of Fundamental Scientific
Research of Siberian Branch of RAS (No. I1.2)
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The Order of Convergence of Diiference Schemes
for Fractional Equations of Order 0 < a < 1

S.|. Piskarev
Lomonosov Moscow State University, Moscow, Russia

In this talk, we continue our investigations on convergence of difference schemes
for fractional differential equations in Banach spaces. Using an implicit difference
scheme and an explicit difference scheme, we deal with full discretization of solutions
of fractional differential equations in time variables and get the order of convergence.

Lots of works were devoted to discretization of Cy-semigroups in a traditional
way, see [1] and references therein. Recently, Li and Piskarev considered the discrete
approximation of integrated semigroups [2, 3, 4], where the order of convergence
was obtained using ill-posed problems theory. In this talk, we continue our research
[5, 6, 7] on discretization of fractional differential equations in Banach spaces and get
the order of convergence O(7%), where « is the order of fractional derivative.

This work was supported by the Russian Foundation for Basic Research, projects
No. 15-01-00026-a and No. 17-51-53008.
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2D Boundary Value Problem
for Navier—Stokes—Fourier Equations
P. 1. Plotnikov

Lavrentyev Institute of Hydrodynamics, Novosibirsk, Russia

We consider the 2D boundary value problem for the Navier—Stokes—Fourier equa-
tions under the assumption that the pressure function satisfies the Mendeleev con-
stitutive law. It is assumed that the compressible fluid occupies a bounded domain
Q) C R? with smooth boundary. The state of the fluid is characterized by the macro-
scopic quantities: the density o(z,t), the velocity u(z,t), and the temperature J(x, ).
We need to find g, u, and 9 from the equations

Oro+ div(ou) =0 in Q x (0,7), (1)

O¢(ou) + div(pu® u) + Vp = of + divS(u) in Q x (0,7, (2)
OE + div((E +p)u) = div(S(u)u) + +(VI) + (of) -u in Q@ x (0,7). (3)
u)=0, 9,9=00n090x(0,T), )

0= 00, u=ug,¥ =19 in Q.

Here, f is a bounded vector field denoting the density of the external mass force,
» = 1+9" is the heat conduction coefficient, the viscous stress tensor S has the form

2
S(u) =1y <Vu +Vu' - 3 div u]I) + vy divul,
E is given by
1
E= §Q|u|2 + Qe(Q, 19)7

where e is the density of the internal energy; g9 > 0, ug, ¥9 > 0 are given bounded
functions. It is assumed that the pressure function satisfies the Mendeleev law p =
c10+ c209. We prove that for a suitable value of the exponent n, problem (1)—(4) has
a weak variational solution satisfying the energy inequality.
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On Spaces of Bounded ¢-Variation in Dimension N

A. Poliakovsky

Ben Gurion University of the Negev, Be’er Sheva, Israel

Motivated by the formula

. |U _ q
dim [ |x_y|q ® gt - ) dwdy = Ky Vullt,

due to Bourgain, Brezis and Mironescu, which characterizes the functions in L? that
belong to W14 (for ¢ > 1) and BV (for q = 1), respectively, we study what happens
when one replaces the denominator in the expression above by |z — y|. It turns out
that for ¢ > 1 the resulting expression gives rise to a new space that we denote
by BV9(). We show, among other things, that BV9(f2) contains both the spaces
BV(Q) N L>(Q) and W/4(Q). We also present applications of this space to the
study of singular perturbation problems of Aviles—Giga type.

Spectral Analysis of Even Order Differential Operator

D. M. Polyakov
Southern Mathematical Institute of Vladikavkaz Scientific Center of the RAS,
Vladikavkaz, Russia

We consider operators Ly, : D(Lp.) C L2[0,w] = La[0,w] defined by the differential
expression

I(y) = (—1)*y®" —qy with k>1 and ¢ e Ly[0,u]

with boundary conditions bc of the following types:

(a) periodic be = per : 49 (0) =y (w), j =0,1,...,2k — 1;
(b) semiperiodic be = ap : y)(0) = -y (w), 7 =0,1,...,2k — 1;
(c) Dirichlet be = dir : y(0) = --- = y2*=2(0) = 0, y(w) = --- =y~ (w) = 0.

Thus, D(Ly.) = {y € W2¥[0,w] : y satisfies conditions bc}.

In this paper, using 1deas from [1], we construct a new method to give a detailed
spectral analysis for operators L;.. We obtain the following results. In the next
theorem, 6 = 0 for bc = per and 6§ = 1 for bc = ap.

Theorem 1. The operators Ly., be € {per,ap}, have compact resolvents and there
exists m € Zy such that the spectrum o(Ly.) has the form o(Ly.) = 0(m) U
(Unzm+104,), where oy is a finite set with number of poim‘s not exceeding 2m + 1

and o, = {D;}U{NFY, n > m+ 1. The eigenvalues XF, n > m + 1, have the
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following asymptotic representation:

k oo
3T = m(2n +6)\° o 202k In—jQj—n
" w w2k = (27 4+ 60)%F — (2n+06)
j#n

2k 3
w qd—n—3j—095—n
+ ((Jzne + ok ; 2/ + 0% —(2n + 9)2k> (Q2n+e+
J
J#n, j#—n—0

Qk:F

[SE

2k

% In+j+09n—j
+ 2k jEZZ (25 4 0)2k — (2n + 0)%) + &pe(n),

J#n, j#F—n—>0

where the sequence &p.:m + N—(0,00) satisfies the estimate: |&pe(n)|<Coor, /ntF—3.
Here, (o) is a square summable sequence, q,, n € 7, are the Fourier coefficients
of the potential q, and Cy > 0 is some constant.

There is an analogous result on asymptotic behaviour of eigenvalues for the oper-
ator Lg;-. We also prove

Theorem 2. The operator — Ly, be € {per,ap,dir}, is the generator of an analytic
semigroup.

This work was supported by RFBR (project No. 16-31-00027).
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Boundedness and Finite-Time Stability for
Multivalued Doubly Nonlinear Evolutionary Systems
Generated by Microwave Heating Problems

S. Popov, V. Reitmann, S. N. Skopinov
St. Petersburg State University, St. Petersburg, Russia

We investigate a class of evolutionary variational equations in general Hilbert
spaces. The variational equations are considered as general control or feedback sys-
tems consisting of a linear part and a nonlinear part. A powerful method for the
qualitative investigation of such systems are frequency theorems for equations of evo-
lutionary type. Using some properties of the transfer operator for the linear part
of a given control system, the Irequency theorem gives sufficient conditions for the
existence of Lyapunov functionals for dissipativity, global stability, and instability of
nonlinear systems.

In this talk, we extend the frequency domain approach to the investigation of global
attractors and finite-time stability for systems generated by variational equations[1, 2].
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Poisson’s Theorem for Building First Integrals of
Multidimensional Differential Systems

A. F. Pranevich

Yanka Kupala State University of Grodno, Grodno, Belarus

Consider the system of equations in total differentials (or the Pfaff system)

m

dr, = ZXij(t,x)dtj, i=1,...,n, X, €C"(D), DcR™", (1)

K3
=1

and the corresponding Hamiltonian system of equations in total differentials
dxizzayiHj(t,x,y)dtj, dy; = fzaxiHj(t,x,y)dtj, i=1,...,n, (2)
— =

with the Hamiltonians
(t,z,y) — ZX (t,x)

for all (t,z,y) e DxR", j=1,...,m

In this work, the analytical relations (the existence of first integrals and partial
solutions, fulfillment of conditions of complete solvability) between these differential
systems are established. We use these relations to prove the Poisson theorem for
building first integrals for system (1) (Theorem 1). Moreover, statements of the
existence of additional first integrals for this system are obtained.

Theorem 1. Suppose twice continuously differentiable functions
Fl: (t,x,y) - Fl(tax)

and
Fy: (t,z,y) — Fy(t,x,y) for all (t,x,y) € D'xY,YCR",

are first integrals of Hamiltonian system (2). Then the Poisson bracket
F: (t> -7»') — [Fl (t, 37)7 FQ(ta Z, y)] ‘y=8zF1(t,:v)

for all (t,x) € D’ C D is a first integral of system (1) of equations in total
differentials.
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The proof of this theorem is based on Poisson’s theorem for a Hamiltonian system
in total differentials [1]. Note also that Theorem 1 improves some results from [2].
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Degree of Locally Condensing Perturbations
of Fredholm Maps with Positive Index
and Its Application

N. M. Ratiner

Voronezh State University, Voronezh, Russia

In the talk, a construction of the topological degree for a new class of perturbations
of C! Fredholm maps with positive index, namely, for the class of locally condensing
perturbations, will be given.

We suppose that we have a Banach space F and a measure of noncompactness
¥ on E, a metric space X and an open subset X C X, and an oriented Fredholm
structure Xg on X with model space E x RY.

Suppose that h: X — E is a continuous map such that h(z) # 0 for z € 0X
and the set S = h=1(0) is compact. Suppose also that h can be written in the form
h = f — g, where f and g are continuous maps satisfying the following conditions:

1. f:X — E is a continuous proper map such that the restriction f: X — E is a
Fredholm map of class C* with indf = ¢ > 0 admissible with respect to Xg;

2. there exists an open neighborhood O of the set S such that the restriction
g:0 — E is f-condensing with respect to .

Applying the finite-dimensional reduction method, we define the degree d(h, Xy4,0)
as an element of the GL.-framed cobordism group of the Fredholm structure X¢. The
constructed degree does not depend on the representation of the map g in the form
f — g with f and g satisfying the above conditions.

The constructed degree possesses usual properties including the homotopy invari-
ance for Fredholm homotopies of class C! which are admissible with respect to Xg.

In the case of the Kuratowski measure of noncompactness, we give the property
of g to be locally f-condensing in terms of the derivative D f(z). This allows us to
simplify the scheme of application of the degree.

We consider a system of ordinary differential equation with Hopf’s boundary con-
ditions and apply the constructed degree to prove the existence theorem for it.
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Properties of Solutions of Integro-Diiferential
Equations Arising in Heat and Mass Transfer Theory

N. A. Rautian

Lomonosov Moscow State University, Moscow, Russia

The main goal of our work is to study the asymptotic behavior of solutions to
the Gurtin—-Pipkin type integro-differential equations on the base of spectral analysis
of their symbols. The Gurtin-Pipkin equation arises in such domains of mechanics
and physics as heat transfer theory, theory of viscoelastic media, and kinetic theory
of gases. Since the Gurtin—Pipkin type integro-differential equations arise in numer-
ous applications, it is reasonable and natural to study integro-differential equations
with unbounded operator coefficients being the operator models for partial integro-
differential equations of this type. They have the form

d%t) + /0 K(t—s)A%u(s)ds = f(t), teRy,

where A is a positive self-adjoint operator acting in a separable Hilbert space H with
a compact inverse. Assume that the kernel IC(¢) is a scalar function that is determined
empirically and admits the representation

k- [ T e,

T

where dp is a positive measure corresponding to an increasing right-continuous dis-
tribution function p. The integral is understood in the Stieltjes sense.

The well-posedness of initial-value problems for integro-differential equations with
unbounded operator coefficients in Hilbert spaces is established. Spectral analysis
of the operator functions being the symbols of these integro-differential equations,
is provided. Strong solutions of these equations are represented as sums of terms
corresponding to the real and nonreal parts of the spectrum of these operator functions
(see [1]). The resulting representations are new for the considered class of integro-
differential equations.
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Normal Forms and Localization of Banach Spaces

V. E. Rayskin
Tufts University, Medford, USA

We will discuss various results on conjugation of maps with their normal forms
in a neighborhood of a fixed point. In particular, we will show that a differentiable
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at a point or an a-Holder linearizations can be obtained in a neighborhood of a hy-
perbolic fixed point without a non-resonance assumption. While it is known that
non-resonant maps can smoothly conjugate with their normal forms of any order on
Euclidean spaces, absence of resonances does not guarantee smoothness of conjuga-
tion on non-smooth Banach spaces. We will investigate the questions of localization
of non-smooth spaces and the degree of smoothness of conjugation on Banach spaces.
The presentation will be based on the joint works with G. Belitskii, B. Hasselblatt and
M. Guysinsky (see [1, 2, 3, 4, 5]).
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Hilbert—Schmidt Matrix Approach to Fourier Filtering
in Functional-Differential Equations:
Theory and Applications

A.V. Razgulin, S.V. Sazonova
Lomonosov Moscow State University, Moscow, Russia

The Hilbert-Schmidt class C; in a Hilbert space H is the set of operators A €
L(H) such that the norm [|Alls = (355, [(Afx, ;) u|*)*/? is bounded for any or-
thonormal bases {fx},{¢x} in H and it does not depend on the chosen pair of
bases [1]. In particular, [|All2 = (355 lajul*)'/?, where ajx = (Ady,¢;)u. The
Banach space Cs is a useful tool in representing acceptable sets of matrix filters in
Fourier filtering problems.

Fourier filtering is a widely used technique in nonlinear optical systems with nonlo-
cal feedback having a direct effect on the Fourier spectrum of a light wave [2]. In the
thin annular aperture approximation, the dynamics of phase modulation u = u(x,t) is
governed by the 27-periodic boundary-value problem on the circle (z € [0,2x], t > 0)
for the functional-differential equation (FDE)

Opu+u— DO u =K |®g(Ay, exp{iu})|?
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with the initial condition u(z,0) = ug(z) € H = Ly(0,27), Ain € C0,27], K > 0,
D > 0. Here we introduce the operator

Pq(9) = Z Qri(g, er) e

k,l€Z

of matrix Fourier filtering with the matrix filter Q = E + P, where E is the identity
matrix, P € Ca, ex(z) = (21) /2 exp{ikx}. Note that in previous papers the authors
dealt only with the diagonal matrix filters, the so-called filters-multipliers [3].

In this report, we present the new statement of the optimal matrix Fourier filtering
problem and give its mathematical basis: existence and Lipschitz continuous depen-
dence on the filter for the energy class solution of the FDE, solvability of optimal
filtering problem for various classes of matrix Fourier filters, and convergence of the
gradient projection method for optimization of the target functional. We apply the
Andronov-Hopf bifurcation approach to demonstrate wide range of possibilities for the
use of matrix Fourier filtering as a novel tool for controlled pattern formation. We
obtain general conditions on matrix filters giving rise to rotating or oscillating waves,
present descriptive examples of matrix filters that provide the excitation of nontrivial
bifurcation solutions, and demonstrate close correspondence between the results of
direct numerical simulation and theoretically predicted shapes of the solutions. Some
of these results are presented in [4].
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Construction of a Singular Set for the Solution
of the Hamilton—-Jacobi—Bellman Equation
with a Two-dimensional Phase Variable

A.S. Rodin
Krasovskii Institute of Mathematics and Mechanics, Ural Branch of the RAS;
Ural Federal University, Yekaterinburg, Russia

We consider the Cauchy boundary value problem for the Hamilton-Jacobi—-Bellman

equation
dp(t, x)
ot

+ H(Dz‘p(tvx)) =0, @(Tv :L‘) = J(.%‘)7 (1)

dp(t, ) a<p(t,:6)) _
8$1 ’ 81‘2 '

where t € [0,T], z € R?, and D,p(t,z) = (

Put IIp = {(t,x) : t € [0,T],x € R?}.
We investigate problem (1) under the following assumptions:
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(A1) the function H(s) is continuously differentiable and concave with respect to the
variable s;

(A2) the function DyH(s) is defined on R? and is Lipschitz continuous with respect
to the variable s, i.e. there exists a constant L > 0 such that
IDsH(s ) — DsH(s )I| < Ll[s —s ||
for any s, s € R%;
(A3) the function o(z) is continuously differentiable.

We consider generalized (minimax or viscosity) solutions ¢(:) to problem (1) in
the class of piecewise smooth functions (see, for instance, [1] p. 42).

Definition 1. The function ¢(-) is a generalized solution to problem (1) if and only if
a+H(s) >0 forany (t,z)€llr, (a,s)€ DVt z),
where DV p(t, z) is the supperdifferential of the function ¢ (see [1], p. 38).

Definition 2. The singular set @ of a generalized solution ¢(-) to problem (1) is the
set of points (¢,x) € Il where the function ¢ is not differentiable.

Necessary conditions for the state (¢,x) € IIy to be a point of the singular set @
are obtained in terms of the input data H(s),o(z) of problem (1).

This work was supported by the Russian Foundation for Basic Research (grant
No. 17-01-00074).
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Hopf Bifurcation of Rotating Waves in Delayed
Parabolic Functional-Differential Equations of
Nonlinear Optics in the Presence of Symmetry Groups

T.E. Romanenko, S.S. Budzinskiy

Lomonosov Moscow State University, Moscow, Russia

We consider a model of a nonlinear optical system with delayed feedback and
narrow annulus aperture. The dynamics of the system is governed by the periodic
initial-boundary value problem for a delayed semilinear reaction-diffusion equation on
the circle [1],

ur +u = Dugg + Iteedback, 0 € [0,2m), t>0,

ulog—o0 = ulg=2x, Uglo—0 = Uslo=2n,

where Ifeedback = Ifeedback(u(t - T))
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It is known that a careful choice of local and nonlocal coupling mechanisms can
lead to excitation of rotating-wave solutions. For instance, diffusion, interference, tem-
poral delay, and rotation of the light field constitute a flexible set of control parameters.
In this case, Ifeedback = Ifeedback(u(e + At — T))

We construct a normal form of the Hopf bifurcation on a center manifold [2] and,
based on the analysis of normal form coefficients, study stability properties of rotating
waves. We compare and contrast two qualitatively different cases: A # 0 and A = 0.

In the presence of rotation, the system exhibits SO(2) symmetry and the sign
of A prescribes the "preferred” direction of the system. Hence, stable clockwise (or
counterclockwise, depending on sgnA) rotating waves arise through the supercritical
Hopf bifurcation [3].

Meanwhile, if A = 0, then the system is O(2)-symmetric and both directions are
equal. This leads to the following two main possibilities [4]:

1. Bistability of clockwise and counterclockwise rotating waves. This is an example
of competitive, winner-takes-all dynamics.

2. Stable standing wave. This is an example of cooperative dynamics.
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Elliptic Functional Differential Equations with
Incommensurable Contractions

L. E. Rossovskii
RUDN University, Moscow, Russia

’»

The “commensurability” of transformations has been a crucial assumption in the
study of solvability and regularity of solutions for elliptic functional differential equa-
tions in domains, while equations with incommensurable transformations are much
less studied. In the talk, we discuss solvability of the Dirichlet problem for the equa-
tion .

= > (asjug, (@) + bijug, (2/p) + cijuq, (v/q),, = f(x) (v € Q). (1)
i,j=1

Here Q is a bounded domain in R™, containing the origin, a;;, b;;,¢;; € C, p,¢ > 1, and
f € L2(9). The principal condition that Inp/Ing ¢ Q is imposed. Note that equations
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of form (1) were studied in [1] for the case of multiplicatively commensurable p and
q.

Based on the study of the corresponding B*-algebra of functional operators, we
establish an algebraic criterion for the Garding-type inequality guaranteeing the “nice”
properties of the Dirichlet problem. Its analysis shows that, in contrast to the case of
multiplicatively commensurable contractions, the property of satisfying the Garding-
type inequality (usually called the strong ellipticity) is stable with respect to small
perturbations of the contraction parameters p and ¢, ci. [2]. However, an equation
of form (1) that is not strongly elliptic can drastically change its properties when
passing, for example, from, p =1 to p > 1 arbitrarily close to 1.

As a complementary conclusion, we observe that the spectral properties of func-
tional operators with contractions are unstable with respect to small perturbations of
scaling parameters.

A famous prototype for (1), the pantograph equation § = ay(At) + by(t), emerges
in such diverse areas as astrophysics, engineering, and biology.

The researsh was supported by the Ministry of Education and Science of the
Russian Federation (Agreement number No.02.203.21.0008.)
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Nonlinear Stability of a Stratified Gas Cloud in the
Field of Coriolis Force

0. S. Rozanova
Moscow State University, Moscow, Russia

We consider the system of non-isentropic polytropic gas dynamics equations in
a uniformly rotating reference frame for unknown functions p > 0, p > 0, U =
(U1,Uy,Us), and S (density, pressure, velocity, and entropy), namely,

p(O,U + (U, VU + leg x U + ges) = —Vp,

Op + div(pU) =0, oS+ (U, VS) =0.

The functions depend on time ¢ and on a point x € R3, e3 = (0,0,1) is the “upward”
unit vector, [ = const > 0 is the Coriolis parameter, and ¢ is the acceleration due to
gravity (points in —e3 direction). The state equation is p = pYe®, v € (1,2], and the
hydrostatic balance 0,,p = —gp is assumed. The gas cloud corresponds to solutions
with finite mass, momentum, and energy.

It is well known that the gas dynamics equations and their modifications possess
solutions with spatially-uniform velocity gradients. Under this assumption on the
velocity profile, the gas dynamics equations can be reduced to a quadratically nonlinear
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system of ordinary differential equations in a phase space of large dimension. This
system is of independent mathematical interest and its solution is very complicated.

In the incompressible case, the analytical solution of the two-dimensional Euler
equations with spatially-uniform velocity gradients are known as the Kirchhoff vortex.
This vortex demonstrates a steady rotation without changing its shape. In the com-
pressible case, the solutions with this property describe the expansion of a finite mass
of gas in vacuum. Unlike the incompressible case, the compressible gas cloud does not
admit a steady rotation without external forces. For the irrotational case, the problem
was studied thoroughly by Sedov (1954), Ovsyannikov (1956), Bogoyavlensky (1983),
Dyson (1968), Anisimov and Lysikov (1970), Gaffet (2001), etc.

Nevertheless, the nonlinear stability issue is very complicated and it is studied
insufficiently despite of many efforts. For example, Anisimov and Inogamov (1974)
proved that the 3D gas ellipsoid is unstable and tends to shrink into a plane ellipse.

We completely solve the problem of stability for 2D and quasi-2D gas clouds.
Namely, we show that the presence of the Coriolis force implies the existence of a
family of gas clouds in the form of a stationary vortex, which is nonlinearly stable in
the Lyapunov sense. This family cannot exist in the irrotational case. In particular,
our results imply that the rotation of the coordinate frame stabilizes the compressible
vortex.

Time-Dependent Processes in Physics, Chemistry,
and Life Sciences

E. Riihl

Free University of Berlin, Berlin, Germany

A variety of interdisciplinary results is discussed, which is intended to motivate
mathematicians to work jointly on applied topics that are state-of-the-art in natural
sciences. Two typical areas of current research are discussed at the International
Workshop “Differential Equations and Interdisciplinary Investigations™

Time-dependent processes occurring on different time scales are reported. These
can be as short as on the attosecond time scale, if simple model systems are consid-
ered, such as isolated nanoparticles that are exposed to ultra-short laser pulses. This
gives access to the dynamics of elastic and inelastic scattering processes of electrons
that emitted due to photoionization [1]. Modeling of the experimental findings gives
deep insights into the dynamics of the processes involving electron scattering. The
emission of electrons also leads to changes in elastic light scattering patters (Mie
scattering) occurring in the femtosecond time regime. This requires for nanoscopic
matter the use of X-rays, as obtained from free electron laser sources.

Time-dependent processes occurring in biological media are finally discussed. This
concerns drug penetration into healthy and diseased human and murine skin. Experi-
mental results are obtained from X-ray microscopy for label-free probing of drugs and
drug formulations. The experimental findings are modeled by a diffusion model that
is based on the Fokker-Planck equation [2]. It allows us by an inversion approach to
derive in combination with the experimental results the crucial parameters influencing
drug penetration and to understand in great detail the barriers of skin affecting drug
penetration. Key parameters are evidently the diffusion coefficient and the free energy.
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Both parameters change significantly as a function of penetration depth so that suit-
able approaches can be derived for optimizing drug penetration strategies. From the
experimental point of view polymeric drug nanocarriers are suitable chemical systems
for enhancing and controlling drug penetration and to investigate time-resolved drug
penetration profiles that are suitable to enhance the molecular understanding of drug
penetration processes.
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On a Generalized Samarskii—Ionkin Type Problem
for the Poisson Equation

M. A. Sadybekov

Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan

The Dirichlet and the Neumann boundary value problems play a key role in the
theory of harmonic functions. Another important problem, called periodic boundary
value problem, arises when one considers the problem in a segment or in a multidi-
mensional parallelepiped. A new class of the boundary value problems for the Poisson
equation in a multidimensional ball = {z € R™ : |z| < 1} was introduced for the
first time in [1, 2]. These problems are analogous to the classical periodic boundary
value problems.

If we turn to the non-classical problems, then the Samarskii—Ionkin problem is
among the most popular ones. This problem arose in 1970s in connection with the
study of the processes in plasma.

In this talk, an analog of the Samarskii-Ionkin type boundary value problem for
the Poisson equation in the multidimensional ball is considered:

—Au = f(z), z €9,

u(z) + au(z”) = 7(x), %(m) - %(x*) =v(x), x € 004.

Here, as usual, 094 is the part of the sphere 92 where x; > 0. Each point z =

(x1,%2,...,x,) € Q is matched by its “opposite” z* = (—x1, asws, ..., ¥nzy,) € Q,
where the indices «;,j = 2,...,n, take one of the values £1. Clearly, if x € 04,
then z* € 0Q)_.

This work was supported by grant 0824/GF4 of the Ministry of Education and
Science of the Republic of Kazakhstan.
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Sobolev Spaces of Functions on a Hilbert Space
Endowed with a Shift-Invariant Measure

V.Zh. Sakbaev

RUDN University, Moscow, Russia

Let E be a real separable Hilbert space and & = {e,}. We consider a class M
of measures on the space F being additive nonnegative functions on some ring R of
subsets of the space FE, invariant with respect to shifts to arbitrary vectors of the
space F (see [1]). According to the theorem by A. Weil, none of these measures is
countably additive and o-finite.

For any measure A\ of the above class M, the space H = Lo(E, R, A, C) of all
square integrable functions is defined as the completion of the space of equivalence
classes of step functions. For an arbitrary vector h € E, the group S, t € R, of the
unitary shift operators Sypu(z) = u(x + th) in the space H is considered (see [2]).

Necessary and sufficient conditions on a vector h € E, ensuring the strong conti-
nuity of the group Sy, t € R, are obtained.

Theorem 1. For any gaussian measure v on E with the trace-class correlation
operator D, the one-parametric family of operators

Up(t) = /S\/ghdy(h), t>0,
E

is a semigroup of self-adjoint contractions. [f, in addition, D® is a trace-class
operator for some a € (0,1/2), then the semigroup Up is strongly continuous.

Let & = {er} be the orthonormal basis of eigenvectors of a nonnegative operator

D of trace class, and Dep, = dieg, k € N. If u € H, 7 € N, and there is an element

O;u € H such that lin% |7 (Sse,u — )|z = 0, then d;u is called the derivative of the
S—r

element v in the direction e;.
For [ equal 1 or 2, the linear space Wzl,D(E) is defined by

Wip(E)={ueH: VjeN] aﬁ €EH, Zd]H@ﬁuH?_[ < o0}

j=1
Theorem 2. Let D be a positive operator in the space E. If D is a trace-
class operator for some a € (0,1/4), then the space W3 (E) is the domain of the
generator Ap of the semigroup Up and Apu =3 djajzu YVue W227D(E).

j=1
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Asymptotic Formulas for High-Order Ordinary
Differential Operators with Distribution Coefficients
A. M. Savchuk
Moscow Lomonosov State University, Moscow, Russia

We consider the ordinary differential expressions

m

1) = Y (1" (a)y ™ )

k=0

m—1
i, Z (_1)m—k—1 [(Uk(l')y(m_k_l))(m_k) + (Jk(x)y(m—k))(m—k—l)
k=0

of order n = 2m > 2 on the finite segment = € [0, 1]. The coefficients of this expression
are assumed to be such that 7o > 0, 7o € W11[0,1], Téik), U,(;k) € L?0,1], k > 1.
We consider the equation I(y) = Ao(x)y with o(x) > 0, o € WH1[0,1], and a complex
spectral parameter A\ — oo. As in the classical case, this equation is equivalent to a
system of n first order differential equations of the form

y' = Ap(z)By + A(x)y + C(z, )y

with a constant matrix B and summable matrices A(z) and C(z,A). We establish
asymptotic formulas of exponential type for its fundamental system of solutions. This
work was supported by RNF (grant no. 171101215).
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Elliptic Operators Associated with Groups
of Quantized Canonical Transformations

A.Yu. Savin
RUDN University, Moscow, Russia

E. Schrohe

Leibniz University of Hannover, Hannover, Germany

’ B. Yu. Sternin‘

RUDN University, Moscow, Russia

To a representation of a Lie group G by quantized canonical transiormations &,
g € G, on a smooth closed manifold M, we associate a class of G-operators of the
form

D= / Dy®,dg : H*(M) — H*™(M), (1)
JG
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where D, is a smooth family of (pseudo)diiferential operators on M. In the work,
we give the notion of a symbol in this setting and obtain the Fredholm property for
elliptic operators (1), see [1].

Note that operators (1) are interesting from many points of view. For instance,
they are of interest in noncommutative geometry since their symbols form essentially
noncommutative algebras which are crossed products by G.

We also note that only G-operators associated with shift operators ®, (changes of
variables) induced by the action of the group on the main manifold were previously
considered in the literature. We study a considerably more general situation of quan-
tized canonical transformations. One of the motivations for this generalization stems
from recent work [2] by C. Bér and A. Strohmaier on the index of boundary value
problems for the Dirac operator in Lorentzian geometry (where the problem is reduced
to a Toeplitz analogue of operator (1) on the boundary), and also from work [3] by S.
Walters on noncommutative orbifolds.

Finally, our results give finiteness theorems as special cases in many known the-
ories (e.g., in the transversally elliptic theory (Atiyah and Singer), in the theory of
operators with shifts (Antonevich and Lebedev), in the case of G-operators associated
with actions of compact Lie groups (Savin and Sternin [4])).

The work was supported by Deutsche Forschungsgemeinschaft and the Russian
Foundation for Basic Research (projects 16-01-00373, 15-01-08392).
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Estimation of the Domain of Attraction
for Constrained TS Delay Systems via LMI

N.O. Sedova

Ulyanovsk State University, Ulyanovsk, Russia

This work aims to estimate the domain of attraction (DA) of the equilibrium point
(the origin) for nonlinear systems with time delay. It is assumed that there is a
representation of the system by a continuous-time Takagi—Sugeno (TS) system on a
subset of the state space containing the origin (see e.g. [1]). The advantage of the
method is that stability conditions can be determined by solving some generalized
eigenvalue minimization problems (GEVPs) or a system of linear matrix inequalities
(LMlIs), which can be handled efficiently.

Another important issue in stability analysis is how to estimate the DA. For ODEs
such estimates can be obtained based on Lyapunov functions. Specifically, for a Lya-
punov function which guarantees the local stability, any sublevel set of this function
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is an inner estimate of the DA if the set belongs to the region where the function is
positive definite and its derivative with respect to the system is negative definite. For
delay equations, due to the fact that the space of initial values is infinite dimensional,
a proper definition of the DA remains an open problem. Some authors use generalized
concepts of the DA to be a subset of a certain functional space. However, it is a
difficult task to construct an estimate for such DA, as well as to check in practice
whether the initial function is contained in the set. It is more convenient to define the
so-called direct DA that is a subset of the finite-dimensional space of instant states
(see, e.g., [2]). Then it would be reasonable to use the modification of the direct
Lyapunov method with classical auxiliary functions (with the Razumikhin conditions)
rather than Krasovskii’s functionals, and to employ sublevel sets of Lyapunov functions
as inner estimates of the direct DA.

Moreover, the usage of a quadratic function for a TS system leads to stability
conditions in terms of LMIs or GEVPs. If the LMIs are feasible, then the resulted
quadratic function seems to be a global Lyapunov function for the system. In this
case, however, asymptotic stability conditions stand good only within the set where
the convex sum property of TS systems holds. Therefore, when dealing with TS
systems, what makes the problem more challenging is that additional constraints
should be considered because the system can usually be represented in the TS form
only on some subset of the state space (“modeling region”). Also, the system may
have physical constraints precisely reflected in the states belonging to some modeling
region. So the problem arises to obtain the largest possible Lyapunov-based estimate
of the DA of a nonlinear system with the asymptotically stable origin and subject to
the given constraints.

In this work, GEVPs and LMIs are presented to obtain such estimates subject to
some kinds of constraints which are turned into LMIs. Some numerical examples are
studied. Notice that both GEVPs and LMIs can be efficiently handled via available
software, e.g. MatLab.
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On Homogenization for Locally Periodic Strongly
Elliptic Operators

N.N. Senik
St. Petersburg State University, St. Petersburg, Russia

In homogenization theory, one is interested in studying asymptotic properties of
solutions to differential equations with rapidly oscillating coefficients. We will con-
sider such a problem for the matrix strongly elliptic operator A* = —div A(x, 2/¢)V,
where A is Holder continuous of order s € [0, 1] in the first variable and is periodic in
the second one. We do not require that A* = A, so A® is not necessarily self-adjoint.
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It is well known that the resolvent (A — u)~! converges, in some sense, as ¢ tends
to 0.

In this talk, we will discuss results regarding convergence in the uniform operator
topology on Ly(R%)™, i.e., the strongest type of operator convergence. We present two
terms in the approximation for (A — p)~! and the first term in the approximation for
V(A® — p)~t. Particular attention will be paid to the rates of approximation.

Orthogonal-Projection Method for Solving Stationary
Diiferential Equations of Heat and Mass Transfer in
Semi-Infinite Region

E. V. Seregina

Bauman Moscow State Technical University, Kaluga Branch, Kaluga, Russia

M. A. Stepovich

Tsiolkovsky Kaluga State University, Kaluga, Russia

A. M. Makarenkov

Bauman Moscow State Technical University, Kaluga Branch, Kaluga, Russia

Stationary differential equations of heat and mass transfer describe different phy-
sical processes that do not depend on the distribution of particles in time, as a result,
for example, of their diffusion or temperature distribution from a stationary source in
condensed medium. The Galerkin projection method proved to be effective in solving
the differential equation of heat transfer in a semi-infinite region. The original problem
is solved in the cylindrical coordinate system, and the solution is sought in the form
of partial sums of Fourier series in the dual system of modified Laguerre functions.
The corresponding residuals are estimated. In more detail, we look for a solution of
the stationary heat equation

div [grad Ap (M)] = —p (M)
subject to the boundary conditions

9Ap (M)
0z

Here the function Ap (M) describes heat distribution, M (z,y, ) is an arbitrary point,
z,y € (—00,00), z € [0,00), and S is a constant. The function p (M) describes heat
sources. We consider the case where the three-dimensional model can be reduced to
the two-dimensional one. As soon as the boundary condition at infinity is set, one can
use the Galerkin projection method to solve this problem. It has been proved that the
residual converges to zero on average.

The work was partially supported by the Ministry for Science and Education of
the Russian Federation (task No. 340/2015, project No. 1416) and by the Russian
Foundation for Basic Research (project No. 16-03-00515).

= SAp (‘/E) y7 O) ) Ap (m’ m’ OO) = 0'
z=0
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Asymptotic Solution
of the Linearized Korteweg—de Vries Equation
over Variable Background

S. A. Sergeev
Ishlinskii Institute for Problems in Mechanics, Moscow, Russia;
Moscow Institute for Physics and Technology (State University), Dolgoprudny, Russia

Consider the linearized one-dimensional Korteweg—de Vries equation with variable
coefficients

with small parameter h. For this equation we pose the initial value problem with
localized data ¢
T
sl =v (255). @
"

where another small parameter 1 describes the localization of the initial function.

The localized function V' can be represented with the help of the Maslov canonical
operator [1]. This representation allows one to implement the full theory of the
Maslov canonical operator [2] for constructing the asymptotic solution of the initial
value problem.

In the case of the constant coefficient C'(z, t), the Green function for (1) is known
and it has the form of the Airy function.

In the case of the variable coefficient, one can determine the wave front using the
ideas of [3] and construct the asymptotics of the leading wave near this front. This
asymptotics can also be represented via the Airy function and is similar to the Green
function for the constant coefficient.

This work was supported by the Russian Science Foundation (project 16-11-
10282).
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The Reversible KAM Theory:
Context 2 Is Catching up with Context 1

M. B. Sevryuk

Tal’roze Institute of Energy Problems of Chemical Physics, Moscow, Russia

A dynamical system is said to be reversible with respect to a smooth involution
G of the phase space if this system is invariant under the transformation (p,t) —
(Gp, —t), where p is a point of the phase space and t is the time (i.e., if G casts
the system considered into the system with the reverse time direction). Hamiltonian
and reversible systems are two main classes of dynamical systems one deals with
in the finite dimensional Kolmogorov—Arnol’d—Moser (KAM) theory. The reversible
KAM theory (founded in 1965-67 independently by J. Moser and by Yu.N. Bibikov
- V. A. Pliss) studies quasi-periodic regimes of motion in non-integrable reversible
systems (where the tori filled up with these regimes are invariant under the reversing
involution).

Up to now, the KAM theory for reversible systems is nearly as developed as the
Hamiltonian KAM theory. Nevertheless, almost all results in the reversible KAM
theory pertain to the so-called reversible context I where codim7 < 2dimFixG.
Here Fix G is the fixed point manifold of the reversing involution G (all the connected
components of Fix G are assumed to be of the same dimension) and codim 7 is the
phase space codimension of the invariant torus 7 considered. The opposite reversible
context 2 where codim7 > 2dimFix G remained completely unexplored until 2011
[1] although this context is not only interesting by itself but also essential for studies
of the destruction of unperturbed invariant tori with resonant frequencies in context 1.

However, very recently some important results in the reversible context 2 have
been obtained (for analytic systems), and now this context is swiftly “catching up”
with context 1. In particular, one of the most fundamental theorems for the re-
versible context 1 describes the persistence of lower dimensional invariant tori (in
the possible presence of external parameters) under the so-called Broer—Huitema-
Takens nondegeneracy condition [2]. The parallel result for the reversible context 2
has been proven in [3] as a rather easy corollary of the persistence of invariant tori
with singular normal behavior in context 1 [4]. The main result of [3] straight-
forwardly implies various significant consequences, in particular, theorems on the
so-called partial preservation of frequencies and Floquet exponents of invariant tori
in the reversible context 2 and on non-autonomous perturbations depending on time
quasi-periodically. The characteristic feature of context 2 is that the generic existence
of invariant tori carrying quasi-periodic motion requires the system to depend on many
(at least codim 7 — 2dim Fix G + 1) external parameters.

In the talk, I plan to explain the drastic differences between the reversible KAM
contexts 1 and 2 and to outline the recent achievements in context 2.
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Distances between Classes of Sphere-Valued Maps

I. Shafrir
Technion — lIsrael Institute of Technology, Haifa, Israel

Certain spaces of Sobolev maps taking values in spheres can be decomposed into
classes according to the singularities of each map.

Two important examples are WH(Q;S1) and WhH2(Q; 52), where Q is a smooth
bounded domain in RY.

We shall present several results and open problems regarding two natural notions
of distance between different classes.

This is a joint work with Haim Brezis and Petru Mironescu.

On a Solution of the Hamilton-Jacobi Equation
with the Noncoercive Hamiltonian

L. G. Shagalova
Krasovskii Institute of Mathematics and Mechanics, Ural Branch of the RAS,
Yekaterinburg, Russia

The following Hamilton-Jacobi equation with state constraints is considered:

Ou/ot + H(x,0u/0x) =0, t>0, xel[-1;1], (1)

1 1-—-
H(z,p) = —f(a)+1- —02e -~ Lo, )

u(0,z) = up(z), = €[-1;1]. (3)

The problem arises in the Crow-Kimura model of molecular evolution [1].

Hamiltonian (2) is noncoercive, and the known theorems on the existence of a
viscosity solution are inapplicable to problem (1)-(3). A concept of continuous gen-
eralized solutions to the problem on the bounded closed set Iy = [0;7] x [—1;1]
was suggested in [2] on the base of viscosity and minimax solutions to the auxiliary
Dirichlet problems. The instant T" is determined from the condition of continuity on
the segment [0, 7] for characteristics starting from the initial manifold. Such solutions
exist but are not unique.

So, the problem of constructing a prescribed structure generalized solution is con-
sidered. Sufficient conditions for the existence of such a solution are obtained, and the
method of its construction is provided [3]. Conditions are specified under which the
solution can be continued to the entire infinite interval ¢ < 0.

Simulation results are given.

This work was supported by the Russian Foundation for Basic Research (grant
17-01-00074) and the Complex Program of Fundamental Research of Ural Branch of
RAS (project 15-16-1-11).
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Integrable System with Dissipation on Tangent
Bundle of Two-Dimensional Manifold
M. V. Shamolin

Lomonosov Moscow State University, Moscow, Russia

We study nonconservative systems for which the usual methods of study, e.g.,
Hamiltonian systems, are inapplicable. Thus, for such systems, we must “directly”
integrate the main equation of dynamics. We generalize previously known cases
and obtain new cases of the complete integrability in transcendental functions of the
equation of dynamics of a lower- and multi-dimensional rigid bodies in nonconservative
force fields.

Of course, the construction of the theory of integration for nonconservative sys-
tems (even of low dimension) is a quite difficult task in the general case. In a number
of cases, where the systems considered have additional symmetries, we succeed in
finding first integrals through finite combinations of elementary functions (see [1]).

We obtain a series of complete integrable nonconservative dynamical systems with
nontrivial symmetries. Moreover, in almost all cases, all first integrals are expressed
through finite combinations of elementary functions. These first integrals are tran-
scendental functions of their variables, where the transcendence is understood in the
sense of complex analysis and means that the analytic continuation of a function to the
complex plane has essentially singular points. This fact is caused by the existence of
attracting and repelling limit sets in the system (for example, attracting and repelling
focuses).

We introduce a class of autonomous dynamical systems with one periodic phase co-
ordinate possessing certain symmetries typical for pendulum-type systems. We show
that this class of systems can be naturally embedded in the class of systems with
variable dissipation with zero mean. The latter indicates that the dissipation in the
system is equal to zero on average for the period with respect to the periodic coordi-
nate. Although either energy pumping or dissipation can occur in various domains of
the phase space, they are balanced in a certain sense. We present some examples of
pendulum-type systems on lower-dimension manifolds relevant to dynamics of a rigid
body in a nonconservative field [1, 2].

Then we study certain general conditions of the integrability in elementary func-
tions for systems on the tangent bundles of two-dimensional manifolds. Therefore, we
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propose an interesting example of a three-dimensional phase portrait of a pendulum-
like system describing the motion of a spherical pendulum in a flowing medium (see
(2, 3)).

This work was supported by the Russian Foundation For Basic Research (project
No. 15-01-00848-a).
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On the Asymptotic Limit of the Effectiveness of
Reaction-Diffusion Equations in Perforated Media

T. A. Shaposhnikova, A. V. Podolskiy

Lomonosov Moscow State University, Moscow, Russia

The talk focuses on the study of the asymptotic behaviour as ¢ — 0 of the solution
to the boundary value problem associated with the p-Laplace operator in a domain
with an e-periodically repeated inclusions on the boundary where a nonlinear Robin-
type condition is specified. It is assumed that the size of the particles a. is of order
e, where 1 < a < n/(n—p).

Let © be a bounded domain in R™ and G, be a set of particles. Define the sets
Q. =Q\G., S: = 0G., and 9. = 9N U S.. Consider the problem

—Apue = f(x), x € Q.,
v, ue + B(e)o(us) =0, = €S, (1)
U = 1, x € 09,

where Ayu = div(|VulP~2Vu), 8,,u = |Vu|P~?(Vu,v), v is the outward unit normal
vector to S., and f € LP(Q). We assume that o is a continuous nondecreasing
function with o(0) = 0 satisfying the following growth condition: |o(u)| < C(1 +
lulP=1), C > 0. In (1), B(e) represents the so-called adsorption coefficient. It is
possible that S(¢) — oo as € — 0. So, on the one hand, the inclusions are tiny. On
the other hand, there are strong processes on their boundaries, and various relations
between the parameters a. and ((¢) lead to different asymptotic behaviour of the
solution.

This problem appears in chemical engineering in the design of fixed-bed reactors
(see, for example, [1]). A quantity of great interest in the applications is the effec-
tiveness, which can be expressed as

1
E = /ng ds (2)
5. /g, 7t
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in the nonhomogeneous case and as

1
E=— o(u)dx 3
o o )

in the homogenized case. It represents the ratio of the actual amount of reactant
consumed per unit time in  to the amount that would be consumed if the interior
concentration were everywhere equal to the ambient concentration. A high effective-
ness is desirable in most applications. The objective of this paper is twofold. First,
the homogenized problem is constructed and the theorem is proved stating that the
solution of the original problem converges to the solution of the homogenized problem
as € — 0. Second, we prove that & — & as € — 0.
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Existence and Uniqueness of Solutions to a System of
Nonlinear Integro-Differential Equations with
Two-Point Boundary Conditions

Ya. A. Sharifov
Baku State University, Baku, Azerbaijan

F. M. Zeynally

Ganja State University, Ganja, Azerbaijan

In this paper, a system of nonlinear integro-differential equations with nonlocal
boundary conditions is investigated. We study existence and uniqueness of solutions
to nonlinear integro-differential equations of the type

t
% :f(t7x(t))+/K(t,T,x(T))d7—7 0<t<T,
0

with the two-point boundary conditions
Az(0) + Bx(T) = C,

where A, B € R™" and C' € R"*! are given matrices with det(A + B) # 0, and
f:[0,T] x R" - R™ and K : [0,T] x [0,T] x R® — R™ are given functions. By
C ([0,T],R™) we denote the Banach space of all continuous vector functions on [0, 7
with the norm ||z|| = max {|z (¢)| : ¢t € [0,T]}, where |-| is a norm in R™. The con-
sidered boundary-value problem is reduced to an equivalent operator equation with
the operator acting from C([0,7],R™) to C ([0,T],R™). Using various fixed point
theorems, we prove the existence and uniqueness theorems for the boundary value
problem.
Similar results for ordinary differential equations were obtained in [1, 2].
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Path-Independent Integrals
for Interfacial Cracks in Composites

V. V. Shcherbakov
Lavrentyev Institute of Hydrodynamics and Novosibirsk State University, Novosibirsk,
Russia

In this talk, we present some rigorous results for a novel model of fibre-reinforced
composites. We consider a two-dimensional homogeneous anisotropic elastic body
with an embedded thin semirigid inclusion in equilibrium under the action of external
forces. The semirigid inclusion is an anisotropic thin structure that stretches along one
direction and moves like a rigid body possessing both rotational and translatory motion
along the perpendicular direction. It is supposed that partial interfacial debonding
occurs, and a pre-existing interfacial crack subjected to nonpenetration conditions is
considered. The model is reformulated in a weak form such that information on all
components of the displacement field is incorporated into one variational inequality
suitable for our further analysis. We assume that the crack can propagate along
the interface only, and thus the crack path is known a priori. We are interested
in an energy criterion on the basis of which one may decide whether or not the
crack will propagate for the given external forces. Following the Griffith energy
concept, the energy release rate associated with perturbation of the crack along the
interface is introduced to describe crack propagation. We prove that this energy
release rate is well defined and derive simultaneously an explicit representation for it.
Further, we investigate a regularity question for the weak solution, adapting suitably
different quotient approximations for weak derivatives. The regularity result allows us
to obtain representations of the energy release rates associated with local translation
and expansion of the crack in terms of path-independent energy integrals along smooth
curves surrounding one or both crack tips. These path-independent integrals are
analogues of the Eshelby-Cherepanov-Rice J-integral and the Knowles—-Sternberg
M-integral from fracture mechanics. In comparison with the classical formulae, new
terms appear depending on the displacements of the thin semirigid inclusion. Finally,
we deduce some relations between the path-independent integrals obtained and discuss
briefly the situation in which appropriate traction-free conditions on the cracks faces
are imposed.

The talk is based partially on recent papers [1, 2].
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Singular Solution of the General
Euler—Poisson—-Darboux Equation

E. L. Shishkina

Voronezh State University, Voronezh, Russia

Let Rt ={z=(z1,...,2,) € R" : 21>0,...,2,>0} and © be an open set in R"
symmetric with respect to each hyperplane x;=0, i=1,...,n. We denote 2, = QNR"
and Q; = QNR7, where R} ={z=(z1,...,2,) € R", 21>0,...,2,>0}. We consider
the space C™(§24) of all m times continuously differentiable functions in Qy, m > 1.
Let C™(2,) be the set of functions from C™ (€, ) such that all their derivatives in
x; for all i = 1,...,n are continuous up to the sets z;=0. Functions from C™(Q,)

a2k‘+1f

are called even with respect to z; (i =1,...,n) if ST = 0 for all non-negative

_ 2=0 _
integers & (see [1], p. 21). The class C77(€24) consists of all functions from C™ ()
even with respect to each of the variables z;, i = 1,...,n. By v=(m,...,7») we denote

a multi-index with v, > 0, i=1,...,n, and |y|=y1+...+Vn.
Let z € R} and t € (0,00). Following [2], we construct a solution to the problem

"L 9? i 0 92 ko

— ox?  x; Ox;

v(z,0) =0, tim ¢+ 29 _ o(x). (2)

t—0 Ot

Let ¢ be the smallest natural number such that 2¢—k>n-+|y|-3 and ¢ € CZ (R} ). I
2q—k>n+|v|—3, then we have the following formula for the solution of (1)-(2):

I (35k) Zﬁlp (a1)r (2ktte nshin

Feb)
2eva(1 - BT (2520 T (22 (i) »

v(z,t) =

| [ - )
Bf (n)

Next, we give the formula

27T (*3* b2
e () ()
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for the solution to singular Cauchy problem (1)—(2) for the general Euler—Poisson-
Darboux equation in the case 2¢ — k = n+|y|-3. Here MJ(z;t) is the weighted
spherical mean (see [3]).
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Qualitative Properties of Large and Very Singular
Solutions to Quasilinear Parabolic Equations

A. E. Shishkov
Institute of Applied Mathematics and Mechanics
of the NAS of Ukraine, Slavyansk, Ukraine;
RUDN University, Moscow, Russia

We develop the energy method for the study of formation of dynamic singularities
of solutions of initial-boundary value problems in (0,7) x Q, QCR", n > 1, T < oo,
for quasilinear parabolic equations of diffusion-strong nonlinear absorption type with
degenerating absorption potential. The already existing method of study of initial
singularities (see [1, 2] and references therein) gives a sharp condition on the character
of degeneration of the potential, guaranteeing the existence or nonexistence of very
singular and large solutions with singularities localized at the initial hyperplane ¢ = 0.

A new version of the energy method allows us to obtain sharp upper local estimates
of solutions in a neighborhood of the final hyperplane t = T, where the absorption
potential degenerates along some manifold T' C Q, T N9 # @. For example, for large
solutions taking infinite Dirichlet values on (0,77] x 9, we obtain a sharp condition
on the degeneration rate of the potential at ¢ = T, guaranteeing nonpropagation of
singularity toward interior of Q along the manifold of the potential degeneration and
obtain sharp upper estimates of the final profile of the solution as ¢ — T (see [3]
and [4] for some previous results).
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Differential Operators with Distribution Coeificients.
Regularization Method and Asymptotics
of Fundamental Solutions

A. A. Shkalikov

Lomonosov Moscow State University, Moscow, Russia

We know at the present time how to treat the Sturm-Liouville or 1d-Schrodinger
operator with a distribution potential from the Sobolev space V[/lif(a,b), (a,b) C R
with 6§ > —1. The objective is to define high order differential operators with singular
coefficients.

The classical theory of symmetric ordinary differential operators allows one to
work with differential expressions of the form

lonly) =D (1) F(pry Rk 4
k=0
n—1

+ZZ n k— 1{ (nfkfl))(nfk)_|_(qky(nflc))(nflcfl)}7 (1)

provided that the coefficients pg, gr and (po)~! are locally integrable functions. This

theory was developed in the works of D. Shin, N. Glazman, M. G. Krein, A. Zettle,
N. Everitt et al. Surprisingly, the theory is not developed for non-symmetric dif-
ferential expressions with summable coefficients. We shall extend the frames of the
classical theory to define operators associated with non-symmetric differential expres-

sions
n (n—s)

@) = 3 (rey™ ) (@)

k,s=0

whose coefficients rys are distributions of finite order singularity (depending on the
indices k, s).

We shall discuss several approaches to this problem. Some of them work for partial
differential operators as well. The most important approach is based on the so-called
regularization procedure. This procedure provides several advantages. In particular,
one can write out important asymptotic formulae for the solutions of the equation
7(y) — p"y = 0 and use them for the construction and the estimate of the resolvents
of the corresponding operators.

The talk is based on the joint papers with K. A. Mirzoev and A. M. Savchuk.
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Integrated Mathematical Model of the Heart,
Heart Valves and Large Vessels

S. S. Simakov

Moscow Institute of Physics and Technology, Dolgoprudny, Russia

1D models of the blood flow have often been used during past 15 years. They allow
reasonable computational cost for studying regional, systemic and closed circulation
in the various vascular pathologies. Multiscale approaches including mixes of 0D, 1D,
and 3D spatial models were widely applied for increasing correctness of pulse wave
propagation and patient-specific anatomical detalisation [1, 2]. The heart ejection
profile is generally set as a time-defined function or introduced as windkessel or
controlled inflow profile models. The most detailed models of the heart functioning deal
with action-potential propagation and 3D flow simulations coupled with mechanical
contraction. These models are very complex and computationally expensive. They are
rarely used for modelling closed circulation. In this work, an integrated model of the
0D heart chambers with valves and 1D vessels is presented. It allows computationally
reasonable conservative coupling with 1D hemodynamic models.

The heart chambers are modelled as four elastic spheres joined by short rigid
tunnels and connected to the aorta, vena cava, pulmonary artery and vein at the atrial
inlets and ventricles outlets. The equation set includes chamber volume dynamics,
chamber — chamber and vessel — chamber flow conservation, and Poiseuille’s pressure
drop condition. Boundary condition at the heart inlets and outlets includes mass
conservation and numerical discretisation of compatibility conditions along outgoing
characteristics of 1D haemodynamics in the connecting vessels. Simultaneous solution
of all these equations is required for balancing flow between the heart chambers and
connecting vessels. An iterative procedure is used at every time step for this coupling
taking the cross section and velocity value from the connecting vessels as an initial
approximation. The following iteration produces new pressure drop values that can be
used to update cross section, flow and other model variables.

The model is applied to study heart ejection profile during heart-valves pathologies
(not fully closed, not fully open).

This work was supported by the Russian Science Foundation (grant 14-31-00024).
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To the Bohl-Perron Theorem for Hybrid Linear
Functional Differential Systems with Aftereffect

P. M. Simonov
Perm State National Research University, Perm, Russia

The stability theory for differential equations with aftereffect has been system-
atically developed since the middle of the twentieth century. Among the methods
emerged in this context, one should highlight the Lyapunov-Krasovskii functionals,
the Razumihkin functions, integral and differential inequalities, monotone operators
generating functions with a parameter, and the Azbelev W-method. In the last ten
years, the study of hybrid functional differential systems with aftereffect (HFDSA)
has begun. The source was the papers by E. Fridman, J.-J. Loiseau, M. Cardelli, X.
Dusser, K. Gu, V.I. Kharitonov, J. Chen, C. Bonnet, J. Partington, R. Rabah, G.M.
Sklyar, A.V. Rezounenko, S.I. Niculescu, P. Fu, V.M. Marchenko and J.-J. Loiseau.

The study of stability of solutions to HFDSA is far from complete. In [1],
V.M. Marchenko and J.-J. Loiseau investigated the problem of stability of solutions
to linear stationary hybrid differential-difference systems. Necessary and sufficient
conditions for the exponential stability of these systems were obtained.

The general theory of functional differential equations presented in [2] made it
possible to give a clear and concise description of the basic properties of solutions,
including their stability properties. At the same time, wide classes of HFDSA systems
that are relevant to applications, namely, hybrid linear functional differential equations
with aftereffect, are not formally covered by the constructed theory and in many
respects remain beyond the sight of those who use functional differential and difference
systems with aftereffect for simulation of real processes.

In articles [3], [4], and [5], hybrid functional differential analogues of the main
statements of the theory of functional differential equations for stability problems are
proposed. Here we propose the Bohl-Perron theorem for linear HFDSA.
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Applications Of Buschman—-Erdélyi Transmutations to
Connection Formulas For Differential Equations with

ics
us

Singular Coefificients
S. M. Sitnik

Voronezh Institute of the Ministry of Internal Affairs, Voronezh, Russia

Transmutation theory methods now form an important part of modern mathemat-
, cf. [1]-[8]. They have many applications to theoretical and applied problems. Let
just itemize some problems in the modern transmutation theory.

1. Theory of Buschman-Erdelyi transmutations. This class of operators hastialher
problems including connection formulas for differential equations with singular
coefficients.

2. Theory of operator convolutions and commuting operators. Transmutations are
closely connected with commutants. And while commutants in different spaces
of analytic functions are completely described by the operator convolution theory
of I. Dimovski, commutants in standard spaces like C* are much more difficult
to characterize, this was done only recently.

3. Sonine-Dimovski and Poisson-Dimovski transmutations for hyper—Bessel func-
tions and equations.

4. Sonine and Poisson type transmutations for difference—differential operators of
Dunkle type.

5. Application of transmutations to the generalized analytic function theory.

6. Methods of fractional integrodifferentiation and integral transforms with special
function kernels. In this context, let us mention a composition method for
constructing many classes of transmutations.
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Kato Square Root Problem
for Elliptic Functional Differential Operators

A. L. Skubachevskii
RUDN University, Moscow, Russia

In 1961, T. Kato formulated the following problem: “Is it true that the domain
of the square root of a regular accretive operator is always equal to the domain of
the square root of the adjoint operator?” J.-L. Lions obtained sufficient conditions
for the fulfillment of the Kato conjecture for abstract regular accretive operators.
He also proved that strongly elliptic differential operators with smooth coefficients
and the Dirichlet conditions in a bounded domain with smooth boundary satisfy the
Kato conjecture. The proof was based on the theorem on smoothness of generalized
solutions to elliptic problems, which allows one to represent the domain of a strongly
elliptic differential operator in an explicit form, and on the interpolation theory. In
1972, A. Mclntosh constructed a counterexample of an abstract regular accretive
operator that does not satisfy the Kato conjecture. Later, mathematicians tried to
find new classes of operators satisfying the Kato conjecture. For strongly elliptic
differential operators with measurable bounded coefficients, a corresponding result
was obtained by P. Auscher, S. Hofman, A. Mclntosh, and P. Tchamitchian in 2001.
The main difficulties were related to the lack of smoothness of generalized solutions.
Therefore, it was impossible to represent the domain of an operator explicitly.

In 2002, W. Arendt drew my attention to the fact that strongly elliptic differential-
difference operators with the Dirichlet boundary conditions also satisfy the Kato con-
jecture. The foundations of the theory of these operators were developed in [1]. Due to
nonlocal nature of these operators, smoothness of generalized solutions to correspond-
ing equations can be violated inside a domain. In this lecture, we shall give a review
of results related to the Kato conjecture for strongly elliptic functional-differential
operators [2] and formulate new results concerning the Kato conjecture for ellip-
tic differential-difference equations with degeneration. Elliptic differential-difference
equations with degeneration have some astonishing properties. For example, general-
ized solutions to corresponding equations do not belong even to the Sobolev space of
the first order.

This work was partially supported by the Ministry of Education and Science of the
Russian Federation (Agreement Number 02.203.21.0008) and RFBR grant No. 17-01-
00401.
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Boundary Value Problem for First-Order Hyperbolic
System in the Plane

A.P. Soldatov
Belgorod State University, Belgorod, Russia

N. A. Zhura
Lebedev Physical Institute of the RAS, Moscow, Russia

Consider the hyperbolic system
ou ou
— —A— =0,
oy ox
where the matrix A € R™*"” has real eigenvalues 11 < v < ... < vy, in a domain D

bounded by a contour I'. In the talk, we discuss a new setting of the boundary value
problem for this system. In the case n = 3, this problem was studied in [1].

The work was supported by State assignment No. 1.7311.2017/BCh.
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On Solvability of Functional Differential Equations
with p-Laplacian and Nonsymmetric Difference
Operators

0. V. Solonukha

Central Economics and Mathematical Institute of the RAS, Moscow, Russia

Let @ C R™ be either a bounded domain with boundary 9Q € C* or Q =
(0,d) x G, where G C R"~! is a bounded domain (with boundary G € C* if n > 3).
Ii n=1, we put Q = (0,d). We consider the problem

= > 9 (|0iRu(2) P20 Ru(x)) = f(x)  (z€Q), (1)

1<ign

with the boundary condition

u(z) =0 (z¢Q), (2)

where f € W;'(Q), 1/¢+1/p =1, and 2 < p < co. Here R is a linear difference
operator given by the formula

Ru(z) = Y apu(z + h), (3)
heM
where a, € R and M C Z" is a finite set of vectors with integer coordinates (the case
of commensurable shifts can be considered similarly).

172



Put Rg = PgRIg : L,(Q) — L,(Q), where I : L,(Q) — L,(R™) is the operator
of extension of functions from L,(Q) by zero to R™\ Q and Pg : L,(R") — L,(Q) is
the operator of restriction of functions from L,(R™) to (). We note that the operator
Rg is nonlocal.

Definition. A function u € Wpl(Q) is called a generalized solution to problem (1)-(2)
if
> [ Rou@)l*iRouwdigds = [ fedr Ve WHQ),

Q Q

1<ign

We assume that Rg is nondegenerate and has a bounded inverse Rg = Rél.
Denote by J : L,(Q) — L,(Q) the duality mapping of L,(Q) (J(u) = |u[P~2u).

Definition. The linear operator RQ is called strongly accretive if there exists ¢ > 0
such that

(), Rgu) > cllulll o).

Theorem 1. If Rg is nondegenerate and Rél is strongly accretive, then problem
(1)-(2) has at least one generalized solution.

This work was by the Russian Foundation for Basic Research, project 16-01-00450.

Characterization of Associate Function Spaces

V.D. Stepanov

RUDN University, Moscow, Russia

This research was carried out at the RUDN University, Moscow, Russia, and
financially supported by the Russian Science Foundation (Project 16-41-02004).

We analyze the problem of characterization of function spaces associated with
given function spaces. The situation is rather different for ideal and non ideal function
spaces. We provide several examples of such a characterization including the first
order weighted Sobolev space on the real line. As an important corollary, we obtain
the duality principle, which allows us to reduce, for instance, the weighted inequalities
to more convenient ones.

Long-Term Stability of Dynamical Systems
with Respect to Stochastic Perturbations

O. A. Sultanov
Institute of Mathematics, Ufa Scientific Center of the RAS, Ufa, Russia;
RUDN University, Moscow, Russia

The effect of small stochastic perturbations on a system of non-autonomous differ-
ential equations with locally stable fixed point is considered. The perturbed system
is described by the Ito stochastic differential equations such that the noise does not
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vanish at the equilibrium. It is known that in this case almost all trajectories escape
from any bounded domain and the stability with respect to such perturbations on an
infinite time interval holds for a relatively narrow class of globally stable dynamical
systems. We describe the classes of perturbations such that the stochastic stability
of the locally stable equilibrium holds for polynomially and exponentially long time
intervals with respect to a small perturbation parameter [1].

This work was supported by the Ministry of Education and Science of the Russian
Federation (the Agreement No. 02.a03.21.0008).
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Homogenization of Higher-Order Elliptic Equations
with Periodic Coefficients

T. A. Suslina
St. Petersburg State University, St. Petersburg, Russia

In Ly(R%;C"), we consider the selfadjoint operator A. = b(D)*g(x/e)b(D), & > 0.
Here g(x) is a periodic bounded and positive definite matrix-valued function, b(D) is a
matrix differential operator of order p. It is assumed that the symbol b(&) has maximal
rank. Then A, is strongly elliptic. We study the behavior of the resolvent (4. —(I)~!
where ¢ = [¢|e?¥ € C\ R, for small e. We prove that

1(Ae = ¢! = (A% = ()™M py ey 1o ey < Crl)el¢] 7127, (1)
[(Ae = ¢I) ™ = (A° = CI)7F = P K (&5 O) | Ly (rty— o (R4
< Calp) (el TH/2H2 4 2P) (14 [¢|717)
for 0 < ¢ < 1. Here A = b(D)*¢°(D) is the effective operator and K(e;() is a
corrector (note that |K(e;¢)||r,—mr = O(e¢7P)). Estimates (1) and (2) are order-
sharp for small €.

Now, let O € R? be a bounded domain of class C?P. By Ap . (respectively, Ay .)
we denote the operator in Lo (O;C™) given by b(D)*g(x/e)b(D) with the Dirichlet
(respectively, Neumann) boundary conditions. We prove the following error estimates
for 0 < e < eqg (g is sufficiently small) and ( € C\ Ry, [{| > 1

1(Ase = CI)™" = (A = CI) Iy 0)=1a(0) < Calp)el¢| 7112, (3)

(
1(Ase = CD) 7 = (A) = CD)7! = 2K, (85O Lo0) > 17 (0)
< Culp) (2|73 4 eP),

(2)

(4)

Here b = D, N, and AE is the effective operator; K, (g; () is the corresponding correc-
tor. Estimate (3) is order-sharp for small . The order of estimate (4) is worse than
the order of (2) because of the boundary layer effect.

The constants Cj(¢), j = 1,...,4, are uniformly bounded in any sector ¢y <
¢ < 21w — ¢ with an arbitrarily small ¢g > 0. The analogs of estimates (3), (4) for
¢ € C\ Ry, || <1, are also obtained (with different dependence on ().
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Estimates (1) and (2) were obtained in [1] by the operator-theoretic method based
on the scaling transformation, the Floquet-Bloch theory, and the analytic perturbation
theory. Estimates (3) and (4) were proved in [2], [3] on the base of the results obtained
for the problem in R?, introduction of the boundary layer correction term, and a careful
analysis of this term.
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Calculus of Variations in the Large
for Magnetic Geodesics

I. A. Taimanov
Sobolev Institute of Mathematics of the Siberian Branch of the RAS, Novosibirsk,
Russia

The periodic problem for magnetic geodesics is quite different form its classical
analog for Riemannian geodesics. In particular, the Palais-Smale condition fails for
the action functional in general. If the magnetic field is not exact, then the action
functional is also multi-valued. In many interesting cases however, it is possible to
establish the existence of closed magnetic geodesics. We give a survey of the problem
and some recent results.

On Solvability of Functional-Differential Equations
with Contractions in Weighted Spaces

A. L. Tasevich

RUDN University, Moscow, Russia;
Dorodnicyn Computing Center, FRC CSC RAS, Moscow, Russia

We study elliptic functional-differential equations with contractions and expansions
of the arguments in the principal part. The weighted spaces introduced by V. A. Kon-
dratiev for elliptic problems in domains with angular or conical points, see [1], are
also useful in the study of boundary value problems for functional-differential equa-
tions whose solutions may have power singularities at some points on the boundary
boundary or inside the domain.

We consider the equation

2

ARUE - Z(Rijuml)mj :f(x171'2)7 (m17x2) ERZ? (1)

i,j=1
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where Rjju(z) = aijov(z1,22) + aijnv(q” w1, pra) + aij1v(gr1,p~ ' x2), p,g > 1,
Ai50, Aij,4+1 S C (Z,] = 172), and f € Hg (RQ) .
We study solvability of (1) in the scale Hj (R?) of weighted spaces, where Hj (R?)
is introduced for a nonnegative integer s as the completion of the set C§°(R?\ {0})
with respect to the norm
1/2

myen = Y [ 2O DD ()P | 2

|a\<sR2

|

The research was financially supported by the Ministry of Education and Science
of the Russian Federation (Agreement No. 02.203.21.0008) and by the Russian Foun-
dation for Basic Research (RFBR), grant 17-01-00401.
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Asymptotic Solution of a Linear Wave in a Regular
Lattice Created by a Localized Perturbation
and New Types of Lagrangian Singularities

A. A. Tolchennikov
Institute for Problems of Mechanics of the RAS, Moscow, Russia;
Moscow Institute of Physics and Technology, Moscow, Russia

We consider the wave propagation problem in a 2D lattice with variable velocity
under assumption that the wave is created by a spatially localized initial perturbation.
We assume that the lattice is regular and the lattice points are z,,, n, = (n1h,n2h),
where the lattice increment 4 > 0 is a small parameter. For the displacement u,(t) of
the particle sitting at the point z,,, we have the following equation:

.. 2
Uny,ny = Cnl,nz (unlJrl-,nz T Uny—1,m5 + Ungng+1 T Unyny—1 — 4“”17712) . (1)

An approach to the construction of the solving operator (or parametrix) for such type
of equations was developed by V.P. Maslov, V.G. Danilov, and P.N. Zhevandrov
(see [1, 2]). Their construction is based, in particular, on the representation of Eq. (1)
in the form of a pseudodifferential equation and on the use of the so-called nonstandard
characteristics.

Here we consider the Cauchy problem with localized initial data

un1,7l2 |t:0 == V(nlh/,LL7 n2h/:u)7 /le77,17/n/2 ‘t:Oa

where V is a function decaying fast at infinity, and 1 >> p > h.
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In recent paper [3], S.Yu.Dobrokhotov and V.E. Nazaikinskii proposed an ap-
proach based on modified Maslov’s canonical operator defined on the so-called punc-
tured Lagrangian manifolds. It was shown, in particular, that the asymptotic solution
in a neighborhood of the leading edge front is connected with the special type of La-
grangian singularities (special caustics) in the phase space. Also the effective formulas
for the asymptotic solutions near the regular points from the leading edge front were
presented in [3]. In this work, we discuss the structure of Lagrangian singularities
and the behavior of the asymptotic solutions in the neighborhood of singular points of
the leading edge front. We also discuss the possibility of computer implementation of
the asymptotic solutions and transition to solutions of the wave equation, taking the
relationship between the parameters h and u into account.

This work was together with S.Yu.Dobrokhotov and was supported by the Russian
Science Foundation (project No. 16-11-10282).

References

[1] Danilov V.G., Maslov V.P. The Pontryagin duality principle for computing a
Cherenkov type effect in crystals and difference schemes. I, Proc. Steklov Inst.
Math., 166, 143-177 (1986); 11, Proc. Steklov Inst. Math., 167, 103-116 (1986).

[2] Danilov V.G., Zhevandrov P. N. On Maslov’s method for constructing combined
asymptotics for h-pseudodifferential equations, lzv. Akad. Nauk SSSR. Ser. Mat.,
53, No. 2, 411-424 (1989).

[3] S.Yu. Dobrokhotov, V.E. Nazaikinskii. Propagation of a linear wave created by
a spatially localized perturbation in a regular lattice and punctured lagrangian
manifolds, Russ. J. Math. Phys., 24, No. 1, 127-133 (2017).

Integrability and Chaos: Coexistence on Open Sets
D. V. Treschev

Steklov Mathematical Institute, Moscow, Russia;
Lomonosov Moscow State University, Moscow, Russia

I plan to discuss several examples of finite-dimensional Hamiltonian systems where
chaotic and regular behavior coexist, both occupying open sets in the phase space.

Krylov Test
for the Lagrange—Sturm—Liouville Operators

A.Yu. Trynin

Saratov State University, Saratov, Russia

For a potential of bounded variation g, the zeros of eigenfunctions U,,, n € N, of
the Sturm-Liouville problem

U'(0) — hU7(0) = 0, (1)

U"+[A—qU =0,
{ U'(x) + HU(r) = 0,
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lying in [0, 7] and numbered in ascending order, will be denoted by
0 < Zo,n < T1,n <...< Tn,n Sy (m—l,n < Ozxn—i-l,n > 7T)- (2)

To every continuous function f, assign the Lagrange-Sturm-Liouville operators [1]-

(4]

LEH(f.2) foan,( Ul fomkn ®)

T n)(x — Tkn)
interpolating f at the nodes {zxn}}_-

Theorem 1. Let 0 <a<b<mm 0<e< 1’77“ and Vyla,b] be the total variation of
a continuous function f on [0, 7). If Vi[a,b] < oo, then we have

Jim |[f — LY (f. ) | cfateb—e) = 0. (4)

References

[1] Trynin A.Yu. The divergence of Lagrange interpolation processes in eigenfunc-
tions of the Sturm-Liouville problem, Izo. Vyssh. Uchebn. Zaved. Mat., No. 11,
74-85 (2010); English transl. in: Russian Math. (Iz. VUZ), 54, No. 11, 66-76
(2010).

[2] Trynin A.Yu. On inverse nodal problem for Sturm-Liouville operator, Ufa Math-
ematical Journal, 5, No. 3, 112-124 (2013).

[3] Trynin A.Yu. Asymptotic behavior of the solutions and nodal points of Sturm-
Liouville differential expressions, Sibirsk. Mat. Zh., 51, No. 3, 662-675 (2010);
English transl. in: Siberian Math. J., 51, No. 3, 525-536 (2010).

[4] Trynin A.Yu. On the absence of stability of interpolation in eigenfunctions of the
Sturm-Liouville problem, /zv. Vyssh. Uchebn. Zaved. Mat., No. 9, 60-73 (2000);
English transl. in: Russian Math. (Iz. VUZ), 44, No. 9, 58-71 (2000).

Solvability of Vlasov—Poisson Equations
with Angle Errors in Magnetic Field in the Half-Space

Yu. Tsuzuki
Hiroshima Shudo University, Hiroshima, Japan

Let 7 > 0 and R%. be the half-space, i.e., R} = (0,00) x R?. Then we consider the
following Vlasov-Poisson system (P):

~Ap(x,t) =dme | Y BfP(z,pt)dp, (x,t) € RY x (0,T),

; R® 511
art 1 5 1 s
e - T — Vg - 7B 5 =Y,
o (Va7 e (Voo o B@)] VS ) =0

(z,p,t) R xR x (0,T), B =+,

FP(z,p,0) = f§ (x,p), (z,p) €R xR3, B =+1,
o(x,t)|4y=0 = 0, 7 = (z2,73) € R2, te 0,7).

(P)
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This system represents a model of charged ions and electrons in plasma with external
magnetic field. Here f# and ¢ stand for the density of charged ions for 8 = +1,
electrons for 5 = —1, and the potential of electric field, respectively, and are unknown
functions; B = B(x) stands for the external magnetic force.

In this work, we consider existence of solutions to (P). We are also interested
in how large the existence time T is until which the plasma does not reach the wall
OR% = {z1 = 0}. In 2013, [1] establishes solvability of (P) where the magnetic force
is parallel to the wall, namely, B(z) = (0,0, h) for a constant h > 0. Moreover, in
2017, [2] expands the time T by effectively using the property B = (0,0, h).

This talk provides an existence result for (P) where the magnetic force has small
angle error and is not parallel to the wall. That is to say, we assume

B(z) = (e(21),0, h(z1))  with a constant By = (e(a1)? + h(z1)2)"*

where ¢, h > 0 are functions such that ¢ decreases and converges to 0 as z; — 0.
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The Cauchy Problem for the Equation of Longitudinal
Oscillations of an Infinite Rod

Kh. G. Umarov

Academy of Sciences of the Chechen Republic, Grozny, Russia

For the differential equation

describing the longitudinal oscillations of a nonlinearly elastic rod, where «, 3 are
given parameters, we study solvability to the Cauchy problem in the space of contin-
uous functions on the axis by reduction to the abstract Cauchy problem in a Banach
space.

An explicit form of the solution of the corresponding linear equation is found. The
time interval for the existence of the classical solution of the Cauchy problem for a
nonlinear equation is established and an estimate for the norm of this local solution is
obtained. Conditions for the existence of a global solution are considered.
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Battle—Lemarié Type Wavelet Systems
with Localization Property

E. P. Ushakova
Computing Center of the Far Eastern Branch of the Russian Academy of Sciences,
Khabarovsk, Russia;
RUDN University, Moscow, Russia

Fix n € N and put By = x[o,1). The nth order B-spline is defined recursively by
B, (x) := (By_1 % Bo)(x). It is known [1] that B,, generates spline spaces constituting
multiresolution analysis of L?(R). Wavelet subspaces related to B,, are also generated
by some basic functions (wavelets) in the same manner as the spline spaces are gener-
ated by B,,. The Battle-Lemarié scaling function ¢,, and the related wavelet(s) 1), are
polynomial splines obtained from the B-splines by the process of orthogonalization.

There is a number of papers devoted to Battle-Lemarié wavelet systems {¢y,, ¢ }.
Most of them deal with implicit or approximate expressions for these systems. In our
work, we give explicit formulae for a class of Battle-Lemarié scaling functions and
wavelets of all positive integer orders. The second result is devoted to “localization
properties” ®,, and ¥,, of the class. Namely, we establish compactly supported sums
of translations of Battle-Lemarié wavelets v,,. Analogous results are given for the
scaling function ¢,,, and the both are applied to the equivalent norm characteristics in
Besov type spaces.

In the case of general n € N, explicit formulae for our class of {¢,,v,} have

quite complicated forms. Here we consider the case where n = 1 and B;(w) =
e~ /2 [cos(w/4)]? By (w/2):

o1(x) = ¢1(z) = Y (=r1)'Bi(z +1), d1(z) = ¢1'(x) = Y (=r1)'Bi(z =1 - 1),

1>0 1>0

r(x) = vf(x) = > (=r)* Y (=)™ [%31(235 —2k+m+1)

k>0 m>0
(1+2)Bl(2x—2k+m) +(2+ 1)B1(2J;—2kz+m—1) By (22 — 2k +m — 2)],
Ui(z) = {I(z):Z(—n)’“Z(fn) [r1By (22 + 2k — m +2)

k>0 m=0
—(142r)B1(2z +2k —m+ 1) + (2+ 71)B1(2z 4+ 2k — m) — B1(2z + 2k —m — 1)],

where r; = 2 —+/3. In particular, for ¢! we have ®,(-) := ¢ (:) +ridl(- +1) ~ By ().
The localization property W for ¢); operates with its four translations and shifts [2]:

Vi) = wl(*l)ﬂ"l[%()ﬂlﬁ( )]er/)l( 1) =4{'(--1)

-l {’<~—5)+w{’<-)} i - 1) ~ By(2) —2B1(2- ~1) + B1(2- -2).

Our construction uses some hints from [3]. The research was supported by the
Russian Science Foundation (project RSF-DST: 16-41-02004).
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Singular Perturbed System of Differential Equations
of Infinite Order and Non-Homogeneous
Markov Chain

S. A. Vasilyev

RUDN University, Moscow, Russia

Let us consider a large-scale network consisting of infinite number of servers with
the Poisson input flow of requests. Each request arriving in the system randomly
selects two servers and is instantly sent to the one with the shorter queue. The ser-
vice time is distributed exponentially with mean ¢; = 1. Let uy(t) be the share of
servers with the queue lengths not less than k. The considered system of the servers
is described by an ergodic non-homogeneous Markov chain. There is a stationary
probability distribution for the states of the system, the evolution of the values wu(t)
becomes deterministic, and the Markov chain asymptotically converges to a dynamic
system whose evolution is described by infinite number of differential-difference equa-
tions. We can investigate an infinite system of differential-difference equations with
small parameter of the form

p(t) = wpyr (t) — up(t) + A ((ur—1(1)* = (ur(t))?),
k=0,1,....,n,t>0,

pttgs (1) = i1 (8) — wi(t) + A ((wr—1(8))? = (ue(t))?) (1)
k=n+1,...,t>0,
up(0) =gr >0, k=0,1,2,...,

where X is the parameter of the input request intensity for each server, g = {gi} -, is
a numerical sequence (1 =go > g1 > ¢o,...), p is a small parameter that introduces a
singular perturbation to system (1), the latter allows us to describe the processes of
rapid change of the system.

Theorem 1. [f the initial conditions in problem (1) satisfy the inequalities 1 = go >
g1 = 92,-.., then the solutions to problem (1) satisfy the inequalities 1 = ug(t) >
up(t) = us(t),... for all t > 0.

The proof is based on the continuous dependence of the solutions of system (1)
on the initial conditions [1], so the inequalities 1 = g9 > ¢1 = ¢o,... imply the
inequalities 1 = ug(¢) > u1(t) > ua(t),... for all ¢ > 0 for the solutions.

This research was funded within Agreement No. 02.203.21.0008 dated 24.11.2016
between the Ministry of Education and Science of the Russian Federation and the
RUDN University.
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Manifolds with Non-Smooth Boundaries,
Elliptic Operators, and Symbols

V.B. Vasilyev

Belgorod National Research University, Belgorod, Russia

We consider a certain integro-differential operator A on an m-dimensional compact
manifold M with boundary. This operator is defined by a function A(z,¢), (z,€) €
R2™ There are some smooth compact submanifolds M}, of dimension 0 < kK < m—1 on
the boundary OM of the manifold M, being boundary singularities. These singularities
are described by a local representative of the operator A at a point xg € M on the
map U > x¢ in the following way:

(Agotr)(z) = / / @) A(p(ao), E)uly)dédy, T € Do,
D-’”o Rm™

where ¢ : U = D, is a diffeomorphism, and the canonical domain D, has a distinct
form depending on the position of the point xy on the manifold M. We consider the
following canonical domains D,,: R™, R} = {z € R™ : z = (2/,2,),xn > 0}, and
Wk =RF x C™~* where C™ " is a sharp convex cone in R™~*.

Such an operator A will be considered in the Sobolev-Slobodetskii spaces H*(M),
and local variants of such spaces will be the spaces H*(D,,).

Detinition 1. The symbol of an operator A is the operator-function A(x) : M —
{A;}zenm defined by local representatives of the operator A.

Under additional assumptions of smoothness on the function A(x,¢), one has the
following result.

Theorem 1. The operator A possesses the Fredholm property iff its symbol is
composed by invertible operators.

The simplest variant of this theorem was proved in [1].

Definition 2. The operator A is called elliptic if its symbol is composed by invertible
operators.

Remark 1. If the ellipticity property does not hold on submanifolds My, then one
needs to modify local representatives of the operator A, adding special boundary or
co-boundary operators.
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Using a partition of unity on the manifold M, the elliptic symbol A(x), and en-
velopings of I.B. Simonenko, one can construct n operators A; according to the
number of singular submanifolds including the whole boundary M and the manifold
M.

Theorem 2. The index of the Fredholm operator A is given by the formula

Ind A= Ind A;.

j=1

This work was supported by the State contract of the Russian Ministry of Educa-
tion and Science (contract No. 1.7311.2017/B).
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Differential Equations and Personalized Computation
of Fractional Flow Reserve

Yu. V. Vassilevski
Institute of Numerical Mathematics of the RAS, Moscow, Russia

T. M. Gamilov

Moscow Institute of Physics and Technology, Moscow, Russia

Ph.Y. Kopylov

Sechenov First Moscow State Medical University, Moscow, Russia

Atherosclerosis of coronary arteries is the most common disease. Its main medical
treatment is the invasive endovascular intervention (stenting or shunting). The con-
temporary gold standard of indication for the intervention at a particular location of
the coronary vasculature is the fractional flow reserve (FFR) [1]. FFR is defined as
the ratio of the mean pressure distal to a stenosis and the mean pressure in the aorta
measured under vasodilating administration. The present methods of FFR measure-
ment are invasive (a non-reusable pressure gauge is delivered to coronary arteries)
and expensive.

We have developed a non-invasive method of personalized evaluation of the FFR
on the basis of a computationally efficient numerical model of blood flow in the net-
work of coronary arteries. The network is reconstructed from CT and angiographic
data [2]. The model describes 1D flow of incompressible fluid in the network of elastic
tubes [3]. It includes a system of hyperbolic differential equations (mass and momen-
tum conservation) coupled with a given pressure—cross section functional dependence
in each tube (vessel). The equations on tubes satisfy certain algebraic restrictions at
tubes junctions.

This work was supported by the Russian Science Foundation (grant 14-31-00024).
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The Hamilton—Jacobi Method in the Non-Hamiltonian
Situation and Boltzmann Extremals

V. V. Vedenyapin
Keldysh Institute of Applied Mathematics of the RAS, Moscow, Russia

The hydrodynamic substitution, which is well known in the theory of the Vlasov
equation [1, 2, 3], has recently been applied to the Liouville equation and Hamiltonian
mechanics [4, 5, 6, 7, 8]. In [4, 5, 6], Kozlov outlined the simplest derivation of the
Hamilton-Jacobi (HJ) equation, and the hydrodynamic substitution simply related this
derivation to the Liouville equation [7, 8]. The hydrodynamic substitution also solves
the interesting geometric problem of how a surface of any dimension subject to an ar-
bitrary system of nonlinearordinary differential equations moves in Euler coordinates
(in Lagrangian coordinates, the answer is obvious). This has created prerequisites
for generalizing the HJ method to the non-Hamiltonian situation. The H-theorem is
proved for generalized equations of chemical kinetics, and important physical examples
of such generalizations are considered: a discrete model of the quantum kinetic equa-
tions (the Uehling—Uhlenbeck equations) and a quantum Markov process (a quantum
random walk). The time means are shown to coincide with the Boltzmann extremes
for these equations and for the Liouville equation [9]. This give possibility to prove
existence of analogues of action-angles variables in non-Hamiltonian situation.
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Quasilinear Degenerate Elliptic Equations
with Measures Data

L. Veron
Université Francgois-Rabelais, Tours, France

We study the solvability of the following quasilinear problem

—div A(z, Vu) + g(z,u, Vu) = u in Q

1
u=0 in 092, )

where A and g are Carathéodory functions satisfying some natural growth assumptions
and p a bounded Radon measure. The solutions are considered in the renormalized
sense. If this problem is solvable we say that u is g-admissible.

Our aim is

¢ to find conditions on g for all bounded measure be g-admissible.

e when g(z, 7, &) ~ g,(r) := £|r|97 r with p— 1 < ¢, to find conditions on p to be
gq-admissible.

e To obtain condition of removability of compact sets for the operator on the
left-hand side of (1).

Our main tools are Wolff and Riesz potentials, Bessel-Lorentz capacities and max-
imal operators.
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The Existence of a Unique Weak Solution to the
Problem for the Aggregation Equation
with the p(-)-Laplacian

V. F. Vildanova
Bashkir State Pedagogical University, Ufa, Russia

F. Kh. Mukminov

Institute of Mathematics with Computer Center, Ufa, Russia

Let Q be a bounded domain in R™, containing the origin, and DT = Q x (0,T) be
the corresponding cylindrical domain. Consider the equation

Bz, u), = div(a(z,u, Vu) — B(z,u)G(u)) + f(z,w) (1)

with the initial and the boundary conditions u(x,0) = wug(x) > 0, (a(x,u, Vu) —

uG(u))-v =0o0n dQx (0,T), where v is the outer normal vector. Here 5(z,r), f(z,)

are Caratheodory functions, 5 increases with r, 5(z,0) = 0, G(u) = (G1(u), ..., Gr(u))

is an integral operator defined by the formula G;(u) = [ gi(x,y)b(u(y))dy, where
Q

gi(w,y) € CH(Q2x Q). The function b(s) > 0, b(0) = 0, satisfies the Lipschitz condition:
|b(s1)—b(s2)| < Lg|s1—sal, s1,52 € [0,k], Vk > 0. It is assumed that 7" | vig;(z,y) <
0,z €00,y e

Let for some My, M the following conditions hold:

sB(xz,r) <rf(z,s), as0 < My <r<s< My, z€
1B(x,7)| < CB; f(z,r) = B(x,r)q(z,7), lg(z,7)| < qo, as [r| < Mr;
|IG(v)| € Cg, |divG(v)| < Ng, Yo: |v(z)] < Mr.

. Suppose also that

_— " e 11
la; (@, r @ SO(F@) + Y Iyl ™), =+ — =1, F(x) € Li(®)
i=1 J J

for all r € [0, Mr], y € R™, 2 € Q, and

Pi@) gy e R".

((l(l’,?", y) - a(l’,T',Z)) : (y - Z) > 07 Yy 7é z; a(x,r, y) Yy 2 50 Z |y2

Theorem 1. Let T =y~ '1n |IJ\\4T€ — 1|, p =14 qo + Ng, and the above assumptions
hold. Then there exists a unique weak solution of problem (1) in DT.

A review of the results concerning the aggregation equation is given in [1].
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Weighted Hardy-Type Spaces
of Harmonic and Analytic Functions

V.l. Vlasov
Federal Research Center “Computer Science and Control” of the RAS, Moscow,
Russia;
RUDN University, Moscow, Russia

We introduce Hardy-type spaces e, (B; p) of harmonic functions u(z) and analogous
spaces E,(B;p) of analytic functions f(z) with weight p in planar domains B with
rectifiable boundary. The norm in this spaces is defined as the limit of weighted
L,-norms over a family of contours approximating the boundary C of the domain B.
For this spaces we obtain the analogs of a number of basic results of the theory
of classical Hardy spaces. In particular, we show that for these spaces the Riesz
equalities for limit values u(z’) and f(z’) hold, where 2/ € C. We prove also that
complex polynomials are dense in E,(B;p) and harmonic polynomials are dense in
ep(B; p). These results generalize the well-known assertions by V.I. Smirnov [1] and
by M.V. Keldysh and M. A. Lavrent’ev [2]. We establish an isometric isomorphism
between the spaces e,(B;p) and L,(C; p) for p > 1, and find bounds for solutions of
the Dirichlet problem and all of their derivatives. With the help of the theorem on
density of the harmonic polynomials in e,(B;p), we justily the convergence of the
projection method for the Dirichlet problem in B. Similar spaces of analytic functions
were studied in [2]-[4], see also survey papers [5] and [6]. Note that constructions
involving the values of a function on surfaces “parallel” to the boundary have been
used in the study of elliptic boundary value problems in smooth domains, see, for
example, [7]-[10].

This work was supported by the Ministry of Education and Science of the Rus-
sian Federation (Agreement No. 02.a03.21.0008), by the Russian Foundation for Basic
Research (project 16-01-00781), and by Program of the RAS “Modern Problems in
Theoretical Mathematics” (project “Optimal algorithms for solving problems of math-
ematical physics”).
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Spectral Analysis of Integro-Differential Equations
in Hilbert Space and Its Applications

V. V. Vlasov

Lomonosov Moscow State University, Moscow, Russia

We study integro-differential equations with unbounded operator coefficients in a
Hilbert space. The principal part of these equations is an abstract hyperbolic op-
erator perturbed by summands of Volterra integral operators. Operator models of
such type have many applications in the linear viscoelasticity theory, homogeneza-
tion theory, heat conduction theory in media with memory, etc. In particular, these
integro-differential equations can be realized as the system of integro-partial differen-
tial equations:

t t

pi(x,t) — Lu(x,t) + /Fl(t —s)Lyu(x, s)ds + /Fg(t — s)Lou(x, s)ds = f(x,t),
0 0

where u = ii(x,t) € R3 is the displacement vector of viscoelastic anisotropic media,
t>0,z € QcR3isabounded domain with smooth boundary, u satisfies the Dirichlet
conditions in Q, L1 = - (Au+1/3 - grad divu), Ly = X - grad divu, Lu = (L1 + Lo)u
is the Lame operator of the elasticity theory, I'y, I'; are memory relaxation functions
that are series of decreasing exponents with positive coefficients.

Spectral analysis of operator-valued functions being the symbols of the considered
integro-differential equations is performed. The structure and localization of spectra
for these operator-valued functions are analyzed (see [1], [2]).

These results are natural generalization of our results obtained in [3].
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Reaction-Diffusion Waves
in Physiological Applications

V. Volpert
Institut Camille Jordan, UMR 5208 CNRS, University Lyon 1, Villeurbanne, France

Reaction-diffusion waves describe numerous processes in physiology including tu-
mor growth, blood coagulation or infection spreading. In this presentation we will
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discuss some approaches to study the existence of waves using the Leray—Schauder
method, topological degree for elliptic operators in unbounded domains and a priori
estimates of solutions in properly chosen weighted spaces [1].
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Small Movements and Normal Oscillations
in System of Two Pendulums with Cavities
Partially Filled with Heavy Viscous Fluids

V. 1. Voytitsky
Crimea Federal University, Simferopol, Russia;
Voronezh State University, Voronezh, Russia

N. D. Kopachevsky

Crimea Federal University, Simferopol, Russia

We study a new linear problem of mathematical physics generated by a hydrome-
chanical problem of small motion of two rigid bodies with cavities partially filled with
heavy viscous fluids. We suppose that the two bodies are connected with each other
and with a fixed point of the first body by spherical hinges with friction. In the equilib-
rium state, the centers of gravities in bodies and points of suspension lie on the same
straight line parallel to the vector of gravitational acceleration (the plane surfaces of
noncapillary fluids are orthogonal to this vector). After linearization, we come to
the initial boundary value problem for mechanical equations of angular momenta and
hydrodynamical linear Navier-Stokes equations. Notice that such problem for fluids
without free surfaces were studied earlier by E. 1. Batyr and N. D. Kopachevsky in [1].

Using approaches of S. G. Krein and N. D. Kopachevsky from [2] and [3], one can
transform the original problem to the equation in a Hilbert space H

d*X dX
Cdt2 +Adt +BX =F, (1)

-

for the unknown X = (w;6)® € H := Hy ® Hy. Here @ = (w;w) € Hy =
Jo.s,(Q1) @ Jo.s,(Q) is the vector of displacement in each fluid (wy|s, = 0), 5 =
(51;52) € Hy := C3 @ C3 is the vector of angular displacement in the bodies. The
bounded operator-matrix C of kinetic energy is positive and boundedly invertible in H,
the unbounded operator-matrix A of energy dissipation is positive definite in #, and
the unbounded operator-matrix B of potential energy is a self-adjoint operator in H
bounded from below.

We prove that the operator B.4'/2 is bounded. Under this property and a natural
requirement to the function F, we prove a theorem on the existence of a unique
strong solution. The corresponding spectral problem for A # 0 can be reduced to the
eigenvalue problem for S. G. Krein’s operator pencil

LY =T —Xo—A"'B)Y =0, Y =AY%X, (2)
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where Ay := A~ Y2CA"1/2 and By := A~Y/2BA~'/2. It consists of two branches of
positive eigenvalues with limit points O and oo, and no more than a finite number
of mutually adjoint nonreal, zero, and negative eigenvalues. If the operator B is
nonnegative, then the problem has no negative eigenvalues and the equilibrium state
of the system is stable in the linear approximation. If the inequality 4||.Ao]| - || Bol| < 1
holds, then the problem has no nonreal eigenvalues, and the numbers of negative
eigenvalues of the operator B and the pencil (2) are equal to each other.

This work was supported by the Ministry of Education and Science of the Russian
Federation (contract No. 14.Z250.31.0037).
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Differential Equations
Related to Birth-Death Processes

N.D. Vvedenskaya, Yu. M. Suhov

Institute for Information Transmission Problems of the RAS, Moscow, Russia

Birth-death processes (BDPs) are studied in probability theory and applications
(information theory, genetics, chemistry, economics and finance). Consider a continu-
ous-time Markov BDP {{(¢), t > 0} with state space Z* = {0,1,...}. Given that
£(t) = x € ZT, the state x remains unchanged during an exponential random time
7, of rate h(z) := A(z) + p(x)1(z > 1); afterwards the process jumps instantly to

A(z)

x £ 1 with probabilities el and Zg; respectively. We consider functions A(z) > 0

! m
and p(x) > 0 of the polynomial form: A\(z) = 3 Pia?, u(z) = Y, Qj27 assuming for
i=0 §=0
simplicity that P;,@Q; > 0 with P, Q. > 0 and max[l,m| > 1. We are interested in
rare events with low probability of the form e, where R represents a large deviation
functional related to a naturally emerging Hamilton (or Lagrange) action.
More precisely, introduce a “large” parameter 7' > 0 and impose the conditions
£(0) = a, £(T) = AT, where a, A > 0 are constants. In our case, the functional R is
a solution of the following variational problem:

T
R(T) = /O sup [0(t) — (¢ — DA(z(1)) — (% = Du(z(t))] dt,

0

z(0) = a, z(T) = AT.

190



In order to find the extremum of R, we look at the boundary-value problem giving an
optimal trajectory:

i=Xxe? —pe?, 6= —%(ee —-1) - 3—5(6_9 —1), z(0)=a, =(T) = AT.

[t turns out that, as 7" — oo, the form of the solution x(¢), 8(¢) and the asymptotic
behavior of R(T) depend upon the relation between A(z) and p(x). This is a new
phenomenon not observed so far in the existing probabilistic literature and of interest
for the variational problem.

Let us state some examples (with I,m < 1) where the solution can be found
explicitly.

Example 1. \z) = Pz, p = Quz (with I = m =1, P, = Q1). Then z(t) =
01(02 + Plt)(CQ + 14+ Plt), Thm R(T) = (43, constants Cy,Cs, C3 depend on a and
—00

A. Here the optimizing function «(¢) is quadratic.

Example 2. \(z) = Py, p(z) = Q1 (with I = 0, m = 1). Here, for a ~ 0, we have
x(t) ~ ATe?1*=T) R ~ ATIn T, with T increasing, and the optimal curve z(t) has
no limit: it tends to a d-shaped path.

Smoothness Issues in Differential Equations with
State-Dependent Delay, and Processes for Volterra
Integro-Differential Equations

H. O. Walther

Justus-Liebig University of Giessen, Giessen, Germany

(1) We answer a question which has been around since the first constructions
of local invariant manifolds for differential equations with state-dependent delay: In
general stable manifolds are not better than once continuously differentiable, also in
cases where center and unstable manifolds are C*-smooth, k > 2.

(2) Then we discuss state spaces for equations with state-dependent delay. In
general these equations define continuously differentiable solution operators only on
the solution manifold in C*(I,R™), I = [-r,0] or I = (—00,0]. But there also are
classes of such equations which admit nice solution operators on open subsets of the
familiar Banach space C([—r,0],R™), and on the Fréchet space C((—o0,0],R™) in
cases of unbounded delay.

(3) On the last space we obtain processes for Volterra integro-differential equations,
which are nonautonomous with unbounded time-dependent delay.
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Well-posedness of a Problem with the Initial
Conditions for Parabolic Fractional-Difierential
Equations with Time Shifts

A. Yaakbarieh
RUDN University, Moscow, Russia

In the present paper, we study the statement and well-posedness of a problem with
the initial conditions for a model parabolic fractional-difference equation of the form

O%u(t,z) = Lu(t,x) + f(t,z), t>0, zecR? (1)
where
N
Lu(t,z) = —Ault, :U)+Z{[ak(u(1/2) (t+ Ry, )]+ [er (AuY? (t+ by, )]} —oult, ),
k=1
(t,a) € (0,+00) x R, (2)

Here the coefficients ay,cy, hg,k = 1, N, are real numbers, h < 0, f is a given
numerical function on the domain (0,400) x R?, and wu is the unknown numerical
function whose domain is the set (h,+oc0) x R?. In relation (2), A is a self-adjoint
positive operator in the space H = Lo(R?) with domain D(A) = W2(R9) C H.

The problem is to find a function w : (h,+00) x Ry — R that satisfies Eq. (1) in
the domain (0,4o00) x Ry and the initial condition

U |(h,o]de: 2 (3)

The Riemann-Liouville integral is defined as

and
(I f) / fO)(x—t) D 2z <b.
Given the homogeneous linear partlal differential equation

O P u(t,x) = 0 Pu(t, x), (4)

192



we have

1/2 F% 1 1/2\2 1/2 r 1/2\2
(@, t) = uol(x/ +M0t/)]=uo[(w +F8g;ct/)].

We denote ¢(«, 8, z) the simplest Wright function defined (for «, 8,2 € C) by the
series

zk

> 1
d)(avﬂaz) = Z my

k=0

Theorem. Let G(t — 1) be Green’s function, then problem (1)-(3) is solvable and
its solution u(t,x) is given by

N 00 N
u(t, ) = Z/ G2 (x — 7, t)Fy(T)dr
k=1Y7°°

with fh
+ )

1 11
Gg(t,m):§(t+hk)¢(—§,§—k+1;— 5
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An ALE Approach to Mechano-Chemical Processes
in Fluid-Structure Interactions

Y. Yang
University of Heidelberg, Heidelberg, Germany

T. Richter
University of Magdeburg, Magdeburg, Germany

W. Jager
University of Heidelberg, Heidelberg, Germany

M. Neuss-Radu

University of Erlangen-Nuremberg, Erlangen, Germany

Mathematical modeling and simulation of fluid-structure interaction problems have
been in the focus of research for a long time. One should also take chemical reac-
tions into account, which is rather new but for many applications highly important
area. In this talk, we formulate a model for fluid-structure interactions including
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chemical reactions. The penetration of chemical substances from the fluid phase into
the solid one and their reactions lead to changes of volume and mechanical proper-
ties of the solid structure. Numerical algorithms are developed and used to simulate
the dynamics of such a mechano-chemical fluid-structure interaction problem. The
arbitrary Lagrangian Eulerian approach (ALE) is chosen to solve the systems numer-
ically. Temporal discretization of the fully coupled monolithic model is accomplished
by backward Euler scheme, and spatial discretization by stabilized finite elements. As
an example, a plaque formation model is derived as a specific model system for this
scenario. Numerical studies confirm the convergence of the fully coupled scheme with
respect to the temporal and spatial discretizations, and effective methods are described
to maintain mesh qualities under large deformations. The investigation has shown that
the chosen ALE approach delivers very reliable numerical results, which in case of the
plaque formation model are in good qualitative agreement with clinical observations.
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Finding Moment Functions of Solutions
of Differential Equations with Random Coefficients

V. G. Zadorozhniy

Voronezh State University, Voronezh, Russia

Let X be a Hilbert space with scalar product (-,-),T = [tg,t1] CR,A: X — X
bounded linear operator.
We consider the problem

dx
E = E(t,w)AIE + f(ta w)a‘r(tO) = Zo- (1)
Here x € X, ¢ is a scalar stochastic process, f is a vector stochastic process, xg is a
stochastic vector independent of € and f.

The task is to find the mathematical expectation Max(t) for a solution of problem
(1). Let the characteristic functional

B(u(), () = M(exp(i / (s, w)u(s) + (F(s,w), v(s))]ds))

T

be known for the processes ¢ and f. Here ¢ = /=1, u(-) is integrable on T, and
v:T — X is a vector function integrable on T'. Put

y(t,u(),v()) = M(z(t) exp(i/[s(s,w)U(S) +(f(s,w), v(s))]ds)).

T
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Then y(¢,0,0) = M (x(t)).
We obtain the Cauchy problem for y(¢, u(-), v(-)),
Oy(t,u(),v()) _ . 0yt ul),v())  6p¢(u(),v())

—1 ,

ot ou(t) du(t)
y(to, u(-),v(-)) = M(zo)¥(u(-),v()).
Here %w is the partial variational derivative [1]. Let the function

_Jsign(r —s), 7€ (min(s,t), max(s,t)),
X(s 1) = {O, 7 ¢ (min(s, t), max(s,t)).

The solution of this problem has the form

y(t u(-),v(-) = v(u(-)E —ix(to, t, ) A, v(-)) M (o)
B Z./t () E —ix(s,t,-)A,v()) ,
to du(s) ’

Here E is the operator the identity transformation in X. As v = 0 and v = 0, the
mathematical expectation M (x(t)) can easily be found,

M(a(t) = (it t. ) A0 M () — i [ PRSI

ds.
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Transformation of Systems of Partial Diiferential
Equations to Systems of Quasilinear and Linear
Diiferential Equations and Their Reduction

M. L. Zaytsev

Nuclear Safety Institute of the RAS, Moscow, Russia

The report deals with first-order PDE systems. Our purpose is to investigate
some general properties of first-order PDE systems including the possibility of their
simplification (reduction), using the earlier obtained results [1]. In author’s previous
works, the possibility of reduction of the dimension of overdetermined systems of
differential equations was shown. The task was to obtain, as much as possible, and as
better as possible, the overrides of broad classes of PDEs. Earlier, overdeterminations
of the equations of hydrodynamics and ODEs were obtained, and an assumption was
made about the possibility of overriding of any PDE system. In the first half of the
report, we give a new way to override any PDE of the first order and, in doing so, try
to take into account that the general solutions of this extended system of equations
only contain solutions to a pre-defined Cauchy problem. This is advantageous in the
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sense that then the method of diminishing the dimensionality theoretically can reduce
the dimension of these equations up to a complete solution of the Cauchy problem,
which can be represented explicitly. In addition, we also establishes a link between
Euler’s hydrodynamic equations and an arbitrary first-order PDE system.

In the second half of this work, we consider the reduction of PDE systems to
just one quasi-linear evolution equation of the second order for one unknown. This
increases the dimension as the number of variables, and new problems arise for the
study. It is shown that the Cauchy problem for these systems of equations can be
reduced to the Cauchy problem for a second-order quasilinear equation but of larger
dimension. The question of existence and uniqueness of the solution of this Cauchy
problem is not yet solved. We propose the possibility of reducing the Cauchy problem
for a PDE system to the Cauchy problem for one higher-dimensional linear differential
equation solving which one can find the solution to the original PDE system. It has
long been well known that there is a general way of transforming PDE systems to
systems of first-order quasilinear differential equations. This fact is used in the proof
of the Cauchy-Kovalevskaya theorem. In this work, further progress is made in the
study of this issue.
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Stabilization of Nonlinear Systems with a
Time-Varying Feedback Control in Critical Cases
A.L. Zuyev

Max Planck Institute for Dynamics of Complex Technical Systems, Magdeburg,
Germany

In this talk, we consider a class of nonlinear control systems governed by the
following ordinary differential equations:

d m
d—f:Zujfj(ac)Ef(x,u), reX CR" veR™ m<mn, (1)
j=1

where © = (21, ..., 2,) is the state and v = (uy, ..., u,,) is the control. We assume that
all f; : X — R are smooth vector fields, and that = 0 is an internal point of X. It
is a well-known fact due to R. W. Brockett that the trivial equilibrium of system (1)
cannot be made asymptotically stable by a differentiable state feedback control u =
é(z), ¢(0) = 0, provided that f1(0), f2(0),..., fr(0) are linearly independent vectors
and m < n. Note that, for each feedback law of this class, the closed-loop system
& = f(x,¢(x)) exhibits a critical case of stability (the Jacobian matrix of f(x, ¢(x))
at x = 0 has zero eigenvalues).

To stabilize the equilibrium x = 0, we apply an extended class of controls — time-
varying feedback laws of the form u = h(z,t),

N

h(z,t) = Z vk(a:)ehkit/g, (2)

k=—N
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where the number N > 0 and the coefficients vi(z) are such that v5(0) = 0 and
v_g(z) = vi(x) for all k =0,1,...,N, and ¢ is a positive parameter.

Our basic assumption is that the vector fields fi, fa,..., fmm satisfy Hormander’s
condition in a neighborhood of x = 0. Thus, system (1) is locally controllable at z = 0,
and the existence of a stabilizing time-varying control follows from J.-M. Coron’s
theorem. In this work, we propose an approach which allows fo compute the number
N and the coefficients v (x) so that the solution x = 0 of the corresponding closed-
loop system (1), (2) is exponentially stable. The proof of this result is based on
an extension of Lyapunov’s direct method with the use of Volterra series to estimate
the decay rate of a Lyapunov function along the trajectories of system (1). As a
result, the values of vy (z) at each point x € X may be obtained in terms of solution
to a certain system of algebraic equations. The solvability of that algebraic system
is proved by exploiting the topological degree theory and generalizing the approach
of the papers [1, 2]. We present here explicit formulas for the controls under low-
order controllability assumptions. The proposed methodology is illustrated by several
examples from nonholonomic mechanics. Possible extensions of this approach for
control-affine nonlinear systems are discussed as well.
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JkcTpemanau boabliMaHa U aproguyeckas mpoodaemMa Mo
ITyankape u I'u66cy

C.3. Apxues

MockoBckuit rocynapcTeeHHbl yHuBepcuteT M. M. B. JlomoHocoBa, Mockea, Poccus

B. B. Begenanux
NHCTUTYT npuknagHoi matematuku um. M. B. Kengpiwa PAH, Mocksa, Poccus

B. B. KasaHueBa
MHCcTUTYT npuknagHoi matematuku um. M. B. Kengpiwa PAH, Mocksa, Poccus

H-teopema BmepBbie Gblia paccmoTpeHa DosbumaHom B [1]. DTy Teopemy, o6oc-
HOBBIBAIOIIYIO CXOAMMOCTDb pelleHHH ypaBHeHHH THNa BosbnMaHa K MakcBeJJIOBCKOMY
pacrpeneneHuio, BosblMaH CBsidas ¢ 3aKOHOM Bo3pacTaHusi SHTponuu [2]. lokasarenb-
cTBO H-Teopembl He TONBKO OGOCHOBEIBAET 2-€ Hayajo TePMOAMHAMHKH, HO U JAeJaeT
TIOBeIeHNE pellleHUs] YpaBHEHHUS MOHSATHBIM, TaK KakK MO03BOJSeT Y3HATb, Kyla CXOLUTCH
pelleHue AJs1 JAHHOTO YpaBHEHHUS IIPH BPEMEHH, CTpeMsilleMcsl K 6€CKOHEUHOCTH.

Mbul paccmarpuBaeM 0000l1eHUs] ypaBHEHHH XUMHUYECKOH KHHETHKH, BKJIOYAOLIHe
B ce0sl KIACCHUYECKYI0 M KBAHTOBYIO XHMHYeCKyI0 KUHeTHKY [3]. H-teopema mjst aTux
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060011eHNH ypaBHEHHH XHMHUYECKOH KHHETHKH B CJy4Yae HEMPEPBIBHOTO BPEMEHH HC-
cnenoBanach B [3]. Bouiu usyueHbl 060011eHHOE YCJIOBUE IeTajbHOrO paBHOBecus (6a-
JlaHca) U 000CIIEHHOE YCJIOBHE TMHAMMYECKOro paBHOBecHs (MM 000OIIEHHOE YCJI0-
Bue llTiokKenb6epra—baruiesoii—IIuporosa), mpyu BLIOJTHEHHH KOTOPBIX CIIpaBel-
auBa H-teopema. B paGorax [4, 5] Obl10 mMoOKasaHO, Kak BBIMOJNHSETCS 3aKOH PoCTa
SHTPOINHUHU 171 ypaBHeHWH JIMyBHJJIS: SHTPONHS BPEMEHHOro cpenHero GoJiblle MU
paBHA 3HTPONHUM HAYaJbHOIO paclpeleseHusi, XOTs BIOJb pelLleHHs OHa COXpaHseTcs.
B pa6otax [6, 7] nokasaHo, 4TO BpeMeHHble CpeHUe 1Jis1 ypaBHEeHHsT JINYBUJISL COBMa-
JaI0T C 3KCTpeMaJsibio BosbliMaHa TaM, rie JOCTUraeTcsl YCAOBHBIH MAaKCUMYM SHTPONHKH
npHu (PUKCUPOBAHHBIX 3aKOHAX coxpaHeHHs. Mbl 1oKa3bliBaeM 3TO COBNAeHHe AJS Npel-
CTaBJIEHUH TPYIIN, BBOAS SHTPONHIO U M3ydas ee CBOMCTBA B TEOPHM MPEACTABJEHHH.
[ToTom MBI BHISICHSIEM, YTO JaeT 3TO IJ/s IProAHYecKOr npobJeMsl, nosydyas o6obiieHne
U yTOUHEeHHe 3pronuueckux teopeMm Pucca, bupkrodpa—Xununna, pon Hefimana u bo-
ro/ito60Ba ¢ €MHON TOYKH 3peHHsl. DTO 0OOCHOBBIBAET, NPOSICHSAET U YTOYHSET METOL
[m66ca. ITo Takxke MO-HOBOMY IMPOSICHSET NpoOGJeMbl HeoOPaTUMOCTH, B YaCTHOCTH,
napanokcnl Jlommunra u Ilyankape.
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O crpemiieHUM K HYJIIO BeJUYUHbI OTKJIOHEHUS
aprymeHta B aud¢epeHaIbHO-Pa3HOCTHBIX
YpaBHEHHMSX C OomeperKeHUueM

A. Akbapu Dannaxu

Poccuiickuit yHusepcuteT apy»k6bl Haponos, Mockea, Poccus

Hacrosimas pa6oTa mocBsillleHa HCCJAeIO0BAaHUIO (YHKLHOHAAbHO-IH(depeHLHalb-
HOrO ypaBHEHHUs BHU[A

u(t) = au(t) + bu(t+ h) + f(t), t>0, (1)

B KOTOpPOM a, b — BellleCTBEHHbBIE IMOCTOsAHHEIE, MMOJOXKHTEJbHbIE ITOCTOAHHBIC h, T SABJISA-
IOTCA OTKJIOHEHHSMH apryMeHTa (onepemeHHeM H 3anasablBAaHHUEM COOTBeTCTBeHHO), a
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f — 3apanHas Ha nosyocd Ry = (0, +00) HenpepbiBHast YncioBasi GpyHKLHs. Tpebyercs
ONpPEJIe/IUTh HEU3BECTHYIO UHUCIO0BYI0 GYHKUHIO © : (—T,400) — R, yI0BJIETBOPSIOLLYIO
ypanen#uio (1) ¥ HauaJbHOMY YCJIOBHIO

u(—|—0) = ug. (2)

Omnpenenenne. Pemenuem 3anauu Kowwu (1), (2) Gymem HasbiBaTb (QyHKUHIO u €
W3, (0,+00), KoTopasi ynos/etBopsier ypasrenuio (1) Ha unrepsane (0,+00) n Ha-
4aJbHOMY YCJIOBHIO (2).

O6o3Hauum uepe3 Ly ,((a,b),H),(—o00 < a < b < +00) NPOCTPAHCTBO BEKTOP-
(DYHKUHMH co 3HaYeHUSIMU B H, cHab:KeHHOe HOPMOH

b
1 Wy () 0)= (/ eap(=2yt) [| f(1) I3, d)*/?, v >0
a

Uepes ngw(a, b) mpu KaxgoM | € N 00603HaulM MPOCTPAHCTBO BEKTOP-(YHKLUHH Ha
uHTepBase (a,b) co 3HayeHUsIMH B H TaKUX, 4TO

u =) € Lyo((a,b),H), j=0,1, 1=1,2,.,

Teopema 1. [Iycmof € Lo, (0,400) npu nekomopoix o € R u nycmo w(y) < 1 na

unmepsane (a, ) C R, ede w(y) = 1;61:, ~v € R. Toeda 3adaua Kowu (1), (2) umeem

eduHcmeenHoe peuierue u 8 NPOCMPAHCmEe WQ{V(O, +00) npu scex v € [, B).

Teopema 2. [lycmo svinosnero ycrosue |c| < v — a. Toeda cyujecmsyem makoe
To > 0, umo npu scex T € (0,79) 3adaua ¢ HawaroHoiMu ycrosuamu (1)-(2) umeem
eduncmeenroe peulerue u, € WQI’V(RJr), npu amom

Tl_i}ﬂo [ur —uollwz_(ry) =0,
ede ug — pewenue OAY u'(t) = (a+c)u(t)+ f(t), t > 0, ¢ HauaroHoim Yycrosuen (2).
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CyumecTBoBaHMe pelleHNs] YpaBHEHUS BbICOKOTO
opsgajaKa C 3anasaiblBaHUeM

0. N. bxxeymuxosa
KabappauHo-bBankapckuit rocynapcteeHHbirt yHusepcuteT um. X. M. Bepbekosa,
Hanbuuk, Poccus

Hacrosiiee coofiieHue MOCBAIEHO JOKAa3aTeNbCTBY CYLECTBOBAHHUSA PELIeHHs YpaB-
HEHHUs B YaCTHBIX NPOU3BOJHBIX BBICOKOTO MOPSIKA C NUCKPETHBIM OTKJOHEHHEM apry-
MEHTa B MJlaAIHNX YJIeHaX.

Paccmortpum

uP - Ly (u) + La(u) +yu(z,t = 7) = f(2) - g(2), (1)

rae u = u(z,t) — uckomas yHkuus Ha R

Ll:;ai@’ LQZZﬂj@»

k,m,n € N, 7 = const > 0; a f(x), g(t), o = a(x), B; = B;(t), v = v(t) —
3aJlaHHble OCTATOYHO TMIafkHe (QyHKLHH.

Bomnpoc paspemnmoctu ypaBuenus (1) B ciyuae ¢g(¢) = 0 penryuupoBaH K BOIPOCY
pa3pelnMocT 0OBIKHOBEHHOT'0 AU((PEepeHHaNbHOIO YPaBHEHUS U HEJUHEHHOro AU(-
(bepeHLIHANBHOrO ypaBHEHHs C 3amas3IblBaHHEM OTHOCHTe]bHO GYHKUMH X (z) u T'(t)
COOTBETCTBEHHO:

Li(X)=-\X17F Ly (T) = NTHTY — 4T (t — 1),

rie A — YKCJO0BOH MmapaMmerTp.
s cnyuasi g(t) # 0 cnpaBedsiiBa CieayoLas

Teopema 1. Ecau €N, ¢yurkyus g(t) € C(—o00;00) noroxcumessHo onpede-

AeHa U cnpaeedﬂuso pasenHcmeo

Lz [g()) 77 | = Ag(t) = g(t — 1) 7T,
mo pewenue ypasuenus (1) cyuecmsyem u mosxem Ovimo npedcmagieHo 8 8ude
u=X(z) -T(¢).

B kauectBe uyactHoro ciydasi B o6nactd = {(z,¢) : 0 < x < l,—mw < t < 7},
rae | — const > 0, 0J5 ypaBHeHHUS
2

" 9az

rieT>0nput>0u7<0nput<0,«pfB,v=const >0, uccaenoBana cjaefyomas

U Uge + @) — Bup + yu(z,t — 7) = 0, (2)

3amaua 1. Haimu pewenue u(x,t) ypasnenus (2) 8 Q\ {t = 0} us xkaacca C*(Q)N

C;lf(Q), yoosaemsopsiouee CAOYOUUM YCAOBUAM:

U(O,t) = um(oat) = U(l,t) = Uz(lat) =0,
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u(z,to) = p1(x),  u(z, —to) = p2(x),
ede pi(z) (j = 1,2) - 3adaunvie docmamouro eradkue Qynxyuu, npuvem ¢;(0) =
@) =0, p1(x) x p2(z), to =
JlokasaTe/IbCTBO paspelIuMOCTH 3a1add 1 mpoeeneHo Metonom Pypee. Bompoc cy-
[1eCcTBOBaHUSA peHleHI/IH 3aja4dyu pe]lyU,HpOBaH K BOHpOCY paSpeHlI/IMOCTI/I ABYX 3aaayd

HIrypma—JInyBuJns 0Js1 COOTBETCTBYIOIKMX 0OBIKHOBEHHBIX AH((epeHIHaTbHBIX YpaB-
nenuil. MceenoBanue mosydyeHHbIX 3afay MpoBeeHO aHajoruuso [1, 2].

Cnucox aurepatypbl

[1] Bzheumikhova O.1., Lesev V. N. Application of Fourier method to investigation of
the Dirichlet problem for partial differential equations with deviating arguments,
International Journal of Differential Equations and Applications, 12, Ne 2, 103-
120 (2013).

[2] Lesev V.N., Bzheumikhova O.I. On the unique solvability of the classical
boundary value problem for the partial differential equations with the deviating
argument, Far East Journal of Mathematical Sciences, 97, Ne 7, 793-807 (2015).

AcuMnToTHYECKHE YpPaBHEHUS] B MeXaHUKEe CIJIOMHBIX
cped U MX MPUTOKEHUS

M. A. Benbmucos, E. 1. CemeHoBa, 0. A. Tamaposa
YNbsiIHOBCKWIM roCynapCTBEHHbIM TEXHUYECKUI YHUBEpPCUTET, YnbsHoBck, Poccus

[pensiokeHbl aCUMITOTHYECKHE PA3JIOKEHHS [JIsi IOTEHIIHANA CKOPOCTH, HA OCHOBE
KOTOPBIX BBIBOISITCSI aCHUMITOTUYECKHE YPABHEHHsSI ra3oBOHM AMHAMHKH MAJsi Oe3BUXpe-
BbIX M33HTPOINHYECKHX TeueHHH rasa. [IpuBeleM 3TH ypaBHEHHS s [IEPBOrO MPHOJIK-
JKeHHsl IOTeHLHana cKopocTtu o(x,r,6,t).

1 1
a) ot + 2V + stozz = GQ(QOME + Prr + ;@r + 7«729099) (1)

31ech U najiee WHAEKChl CHHU3y 0003HA4al0T 4YacTHble MPOU3BOAHbLIE MO BPEMEHH t U
KoopauMHaTaM z, T, f; V, a — CKOpOCTb ra3a U CKOPOCTb 3BYKa B OJIHOPOJHOM HEBO3-
MYILEHHOM MOTOKe. ¥YpaBHeHHe (1) — KJaccHueckoe ypaBHEHHE JIMHEHHOH TEOpHH, KO-
TOpoe MpHUMeHsieTCs [JIs1 OMMCaHHUsl KaK J103BYKOBbHIX, TaK M CBEPX3BYKOBBIX TeUEHHH.

2 -1
6) 20+ (7 + Dpatpan + Wripar + S5 00a + 5 (2 + 92+
11

1 2

+ Tﬂ)g) Prx — Prr — ;‘Pr - 5@99 = _q/jtt - 2¢T17Z)7"t - §¢0¢0t - %/JEZ/JM— (2)
1 2 1

—?"74’(/)3’(/}99 - 7727%1/)01/%0 + rnglﬁr

Henuneiinoe ypasHenue (2) nns o(z,7,6,t) (B T.4. HeJUHEHHBIH YeH @ Qy,) OIH-
CbIBaeT TPAHC3BYKOBble TeUeHHsl rasa (TeueHHs:, cofiepKallue KakK [103BYyKOBblE, TaK H
CBEPX3BYKOBBIE 30HBI, d TaKKe 3BYKOBYIO [IOBEPXHOCTh — MOBEPXHOCTD MEPEX0fia CKOPO-
CTH rasa yepe3 CKOPOCTb 3ByKa; B YCTAHOBMBILEMCS C/ydae 3Ta MOBEPXHOCTDb SBJSETCS
MOBEPXHOCTHIO APAGOJUUHOCTH, Pa3lesioed TunepeoNHueckyo (CBEPX3BYKOBYO) H
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SJIMITHYECKYH0 (103ByKOBY10) obsactu). Pyukuusi ¢(r,0,t) yooBaeTBOpsieT ypaBHe-

Huto Jlannaca v, + —r + —vp9 = 0. B cayuae ¢ =0 us (2) nonyuum ypaBHeHHe
T T

Jluna—Peticcuepa—TasHa, nepexonsiee AJs1 YCTAaHOBUBIIMXCS TeUeHUH B ypaBHEHHE
cMemanHoro tuna Kapmana—®anekoBuya.

B)1 2Viper + 2ﬁa2<p51r + [(v1+ DVM?@e + (v — 1) Moy — 2V Bt pec+
+;502505 = 02(¢m~ + ;wr + 7?277/199) — Py

3nec E =x—fr, §=vM?—1, M =V/a — uncio Maxa, v — nokasaresb [lyacco-
Ha, (yHkuus ¢(r,0,t) — npousBosnbHasi. HenuneiiHoe ypaBHenue (3) mas (&, r,6,t)
ONHCHIBAET CBEPX3BYKOBOE TeUEHHE B OKPECTHOCTH YAAPHOU BOJIHBI, MaJIO OTJIHYAIOIIEH-
cs1 oT uHUK Maxa £ = const.
Oyukuus ¥(r,0,t) B (2), (3) 3agaer nomnepeyHoe a’poauHaMHIECKOe BO3IEHUCTBHE.
Ha ocHose ypasuenuii (1)—(3) npencrasJieHbl pelleHHsi HEKOTOPBIX 3amad rasoBoi
JUHAMHKH.

IIpununn makcumyma IloHTpsArnHa Kak KaHOHMYecKas
ABOMCTBEHHOCTb B 3ajJayax ONTHUMU3ALUM

P. B. Namkpenupse
Martematuueckuit mHctuTyT M. B. A. Cteknosa PAH, Mocksa, Poccus

[Tpunuun maxkcumyma Obl1 copmynupoBad [IoHTPATHHBIM M3HAYAJbHO AJIS YUCTO
NpaKTHUeCKUX LeJseld — [J5 pacyeTa ONTUMAaJ/JbHOH OIUHAMMKH B CHCTEeMax aBTOMaTHye-
CKOr'0 YIpaBJieHHs, K KOTOPBIM KJacCH4YeCKHe BapHalMOHHBIE MeTOABl MPUHLHIHAJIBHO
HEelPUMEHHMBI, T.K. MHOXKeCTBA 3HAUE€HUH YINPaBJSAOIIMX NapaMeTPOB B TAKUX 3ajadax
He SIBJISIIOTCS, KaK MPaBHJO, OTKPLITHIMH, U B OOJIbIIMHCTBE CJy4yaeB OHM KOMMAaKTHBI.
Jlo1sl KoHeUHOMEepHBIX 33124 TaKoe pacllMpeHHe YCJOBHH NPUBOAUT K TOMY 0OCTOSATEJb-
CTBY, UTO KJacCHUeCKOe MpaBUJI0 MHOXKHTeJseH JlarpaH:ka /il OTBICKaHMS CTallMOHAap-
HBIX TOYeK paccMaTpuBaeMoH (hyHKLHH, KOTOpOe, MO CYLIECTBY, SIBJSETCS PAa3HOBUJA-
HOCTBIO COOTHOIIEHHS] TBOMCTBEHHOCTH MeXAY AU(QPepeHLrnasoM 3ToH (yHKIUH U ee
NIPOU3BOJIHOH 10 HaNpaBJ/eHHIO B CTALMOHAPHBIX TOYKaX, [lepecTaeT AeHCcTBOBaTb U MpH-
XOIHUTCH MCKaTb crelr(UUecKHe NMPU3HAKK SKCTPeMabHOCTH AJs TaKUX 3ajad, TakHe,
HanpHuMep, Kak JHHeHHOe NMporpaMMHUpOBaHHe U T.II.

B noknapme 6ynmer mokasaHo, 4TO TPUHLUMI MakKCHMyMa sIBJseTCs MaHH(ecTalu-
el NBOHCTBEHHOCTH MeXJY KacaTesJbHBIM M KOKaCaTeJbHBIM PAaCCIOEHUSAMH (Pa30BOTO
MPOCTPAHCTBA AJIs CaMblX OOLIMX ONTHMaJbHBIX 3aJaiy U eAHHOO0Opa3HO MPUMEHHMO
NpaKTHYeCKH K /10601 3afaue ONTUMHU3AUUKU 63 UCKJIOUYEHHH.
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06 acumnToTUKE NMpPU 00JbLLUIOM BpeMeHHU pelleHul
napabosnyecKux ypaBHeHUH C pacTylUMU CTapUIUMU
ko3¢ punreHTamu

B.H. [eHucos

MockoBckuit rocynapcTeHHbiM yHuBepcuteT M. M. B. JlomoHocoBa, Mockea, Pocccus

PaccmoTtpum MonesbHyl0 3amady

Lu+ (b,Vu) + c(x)u —u; =0, B RN x(0,00), N >3, (1)
u(z,0) = uo(x), € RV, (2)
rage
N N
Lu = Z aik(2)Uy, 4, 5 (b, Vu) = Z bi(2)1y, -
i,k=1 i=1

[lpennonaraercs, 4to 1) a;r = agi, i,k =1,..., N,
2) CylIeCTBYIOT MOCTOsIHHBIE A\g > 0, A1 > 0, B > 0 u 8 > 0, Takue, 4TO

N
A([2DIEP < Y ain(@)&ér < ATb(l2])[¢)?, (3)
ik=1
rage
bir) =143 72 =23 + ... + 2, (4)
N
3 lbi(@)| < BL+1%)"% x € RY, (5)
=1
c(r) < —p* x € RN, (6)
[yctb
A 2 — D
v(n) = 2153,71:1,2,...,&(5):%, (7)
rage

M((N-1)+X+B
S =
A3

,D=(2—5)2+4Bf,[31:>\£1.

Teopema 1. Ecau ¢ynxuyus (2) oepanuuena 6 RY, koappuuuenmor aj (i,
1,...,N) 6 (1) ydosaremsopsirom Hepasencmeam (3) u (4), koagpguyuenmor b;(x)
1,...,N) ydosaemsopsirom (5), a koagpuuuenm c(x) ydosremsopsem (6) npu

B2 > N(s—1), (8)

mo pewenue 3adauu (1), (2) cmabuiusupyemcs K Hyato co ckopocmoio t—™), m.e.
cywecmayem npeden
lim ¢*™u(z,t) =0

t—o0

pasromepro no x Ha aobom xKomnakme K 6 RN,
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B pa6ore [1] usyuen cayuaii, korga b;(z) =0,i=1,...,N.
Pabora BemosHeHa npu (prHaHCOBOH nopnepxkke PODU (rpant Ne 15-01-00471).

Cnucok aurepaTtypsl

[1] Henwucos B.H. O6 acumnToTHKe MpH GOMBIIOM BPEMEHH PEIleHHE MapabGoJHUeCKUX
ypaBHEHUH C pacTYILIMMU cTapiinMu Kosdduiinentamu, JAH PAH, 475, Ne 1, 72—
75 (2017).

O6 ogHOM rpaHUYHOM TOXKJECTBE
TPeXMepPHBbIX BEKTOPHBIX MOJIEH
U COOTBETCTBYIOHIIUX KpaeBbIX 3agadyax

0. A. [lyBuHcKwmii
HauuoHanbHbiM MccnefoBaTenbCKuit yHUBepcHTeT «MOCKOBCKHWIM 3HepreTUyecKui
MHCTUTYT», MockBa, Poccus

Jlio6asi mapa rnagkux TpPeXMepHbIX IMOJiel YHOBJeTBOpsieT 6e3yCJOBHOMY TpaHHY-
HOMY TOXKIECTBY, CBSI3blBalOllleMy TpaHHUYHblE 3HAYeHHS 3TUX MoJied CO 3HAYeHHSIMH
Ha TpaHHLEe UX Ke BEKTOPOB HOPMaJ/bHbIX MPOU3BOJHBIX, POTOPOB M [IHBEPreHLHMH.
OTa cBf3b M03BOMSET AJs JMI060H BeKTOp-(PyHKUUK U3 npocTpaHcTBa CoboseBa mepBo-
ro MopsiiKa ONpele/ITh «CJel» HEKOTOPOH JIMHeHHOH KOMOWHALWW YKa3aHHBIX olepa-
UMH NepBoro nopsiaka — JeBHaTopa onepaTopoB Jlamnaca, 3anMcaHHbIX B CTaHAAPTHOH
¢opMe U B POTOPHO-IUBEPreHTHOH (opMme. YKa3aHHOe PaHUYHOE TOXKAECTBO BbIparka-
€T CBOHCTBO CUMMETPHYHOCTH AeBHATOpa U MPUBOAMUT K KOHTHHYaJbHOMY 000OLIEHHIO
M3BECTHOTO I'PAHHUYHOIO Pa3J/I0XKEeHHS BEKTOPHBIX MOJeH B CyMMYy HOPMaJbHOM M TaH-
reHLIHabHOH cocTaBisomux. O6CyK1al0TCs COOTBETCTBYIOIIME KpaeBble 3a1a4H.

3aBHCHMMOCTbL COOCTBEHHBIX 3HAUEHUH
oreparopa caBura OT BE€JUYHUHBI CABUTA

H.b. XXypaenes, A.H. Cokonosa

Poccuiickuit yHuBepcuTteT apy»6bi Hapopos, Mockea, Poccus

PaCCManI/IBZETCH YpaBHEHHE BHOA:

al(t) = f(z(t), x(t — 1)).

Hpe,[[I'IO.HaI‘aETCﬂ, 4YTO HM3BECTHO IepUOAHYECKOe pelleHre T 3TOro YpaBHEHHA. LIepe3
T ob6o3HaueH epuon 3TOro peleHus. COOTBeTCTBy}OLHee JIMHEapu30BaHHOE YpaBHEHHUE
HUMeeT BUI

v'(t) = a(t)v(t) + b(t)v(t — 1).

PaccmatpuBaetcs cemeiictBo omepartopoB casura M, : C[—1,0] — C[—1,0], koTopble
pefictBytor mo dopmyne M,é(t) = v®(t + p), rne v® — pelleHue JHHEAPU30BAHHO-
ro ypaBHeHHsI C HayajbHbIM ycjoBueM v(t) = ¢(t) mpu t € [—1,0]. B pabore [1]
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o6cyxKajics BOIPOC pPalLUOHA/IbHON aNNpoKCHMalMu oneparopa MoHoapomuu Mrp. B
pabore [2] B KauyecTBe aHa/ora palHOHAJNBHOH aNMpOKCHMAaLMH pacCMaTpHBAaJoCh Ce-
MekicTBo onepatopos M, ¢ napamerpom p € R.

B noknane kaxaoMy coOCTBEHHOMY 3HauyeHHIO A(pg) omepartopa M, craBarcs B
COOTBETCTBHE COOCTBEHHble 3HaueHUs: A(p) omnepatopoB M, npu Maijslx |p — po|. Pac-
CMaTpHBAETCs BONPOC OMNpefiesieHust Nokasartensi [esblepa «, HJsi KOTOPOro HepaBeH-
cTBO |A(po) —A(p)| < k|p—po|* BBIMONHEHO NPH MaJBIX |[p—po| 1 HEKOTOPOH KOHCTaHTE
k.

Cnucok gureparypsbl

[1] Skubachevskii A.L., Walther H.-O. On the Floquet multipliers of periodic
solutions to nonlinear functional differential equations, J. Dynam. Differential
Equations, 18, Ne 2, 257-355 (2006).

[2] Kypasnes H.DB. IlpubsnxkeHnHoe BHYKCAEHHE MYJbTUILIHKATOPoB DJjioke [Jsi me-
PHUOAMYECKHUX pelleHUH nudQepeHnaNbHO-Pa3HOCTHLIX ypaBHeHUH, Spectral and

Evolution Problems, 22, 76-81 (2012).

Perynsapusanusa 3agaun Komwu gjs cucreMm ypaBHeHUM
3JUJIMIITUUECKOrO0 TUIIA IePBOro rnopsaakKa

L. A. XXypaes

KapwwuHckuit rocynapcteerHbiit yHuesepcutet, Kapwm, Y3bekuctan

B nauno#i paGoTe ¢ wHCroJgb30BaHHEM MeTOAHMKH paboT [1]-[2] mocTpoena pery-
Jaspusauus 3agauu Kowwu nss MaTpU4HOH (akTopu3aluu ypaBHeHHs [ejbMrosbna B
TpeXMepHOH HeorpaHMYeHHOH 00JIaCTH.

[Tycts R3 — 3-mMepHOe BelleCTBEHHOE €BKJINI0BO MPOCTPAHCTBO, T = (T1, T2, T3) €
R%, y = (y1, Y2, y3) €ER®, 2’ = (21, 22) €R?, ' = (y1, y2) € R?,

Paccmorpum B obsactd G cucteMy Au(QepeHLHaNbHBIX YpaBHEHNH

D (51) U(z) =0, (1)

roe D (%) — MaTpuua nudepeHIHaNbHEIX ONepaTOPOB NMEPBOro MOPsAKaA.
O603HaunM

Hy(G)={U(y): Uly) € H(G), [U(y)l <explo(expply])], y = o0, y € G}, (2)
3apaua Komm. Ilycte U(y) € H,(G) n
Uly)ls = f(y), yeS. (3)

3nech f(y) — 3amaHHas HempepbiBHas BeKTOp-¢yHKUMs Ha S. TpeGyercs Boccra-
HOBHUTb BeKTOp-¢yHKUMIO U(y) B 0bacT (G, UCXOAs U3 ee 3HaueHHH f(y) Ha S.

I[lyers U(y) € H,(G) u BMecTo U(y) Ha S 3amaHo ee mpubamxkenue f5(y), coor-
BETCTBEHHO, C YKJOHeHHeM 0 < § < 1, max |U(y) — f5(y)| < 4. Tlonoxxkum

U,s(a) = /S No(y, 2)f3(y)ds,, « € G. (4)
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Teopema. [lycmv U(y) € H,(G) ydosremsopsiem Ha uacmu niockocmu y3 = 0
yeaosurw |U(y)| <1, yeT.
Toeda cnpasedrusa oueHka

r3

|U(z) — Uss(2)| < Cp(z)od 7, o>1, z€G. (5)

3deco uepes C,(x) moi 0603Hauury QyHkyuu, sasucauue om x u p. Ilpuuem 6
DPABAUUHBLY HEPABEHCMBAX OHU PASAUUHbLE.

CaencrBue. [Ipedenvroe pagercmso
lim U,s(z) = U(x)
6—0
umeem Mecmo pasHOMepHO Ha Kaxcoom Komnaxme us obracmu G.

Cnucok aurepaTtypsbl

[1] Tuxonos A.H. O pelieHur HEKOPPEKTHO TOCTABJEHHBIX 3a/lauy H METOJIE PETYJISIPH-
sauuu, foks. AH CCCP, 151, Ne 3, 501-504 (1963).

[2] dpmyxamenos L. dynkuus Kapnemana u 3apaua Komw nast ypaBHenus Jlansaca,
Cub. mam. xypranr, 45, Ne 3, 702-719 (2004).

MHoroo6pa3ue 3ajay ¥ aJropuTMbl OLIEHUBAHUS
WHTErpajJbHOW BOPOHKH TMHAMUYECKOU CHUCTEMBI

B. B. 3aiues
MocKOBCKUIA aBUALMOHHBIM MHCTUTYT (HauuoHanbHbIM UccnefoBaTeIbCKUM
yHuBepcuTeT), Mockea, Poccus

Jlis nuHaMuuYecKol cHCTeMbl pacCMaTPHUBAETCH YUC/IEHHO-aHAIHTHYECKOe MOCTpoe-
HHe OlIEHOK MHTerpasbHO# BopoHkH (MB) (mocTpoeHHe BpeMeHHBIX ceueHHE (Ha30BOro
MOTOKA CHCTEMbl, HAUMHAIOLIErOCs B HauaJbHOM MHOXecTBe). FI3BecTHO, UTO npH moJy-
YeHWH KaueCTBEHHBIX oleHOK VB (B ompemesieHHOM CMBIC/IE) pelaroTes pasHooGpasHbie
3a[layl TEOpUM AWHAMHUYECKHX CHCTEM, TEOPHH YCTOHUHMBOCTH, TEOPHH YIpPaBJIeHHS.
OLeHUBaHHEe pacCMaTpPUBAEMBbIX MHOMKECTB NIPOBOAMUTCS CPelM MHOXKECTB, OpaHHYeH-
HBIX TIOBEPXHOCTSIMH YPOBHSI PasJIMUHBIX CHeLHaNbHbBIX (YHKUMH JIsimyHOBa, a Takxke
cpenu nepeceyeHU# (0ObeIMHEHHE) OMUCAHHBIX MHOXECTB.

Unc/ieHHO—aHAMUTHUECKMMH METOJAMH CTPOSITCSl OLEHKH B CaydasX:

1. eIMHCTBEHHOrO HHBAPHAHTHOIO MHOXKECTBA CHCTEMbl BHYTPHU HauaJbHOIO MHOXKe-
CTBa,

2. €IUHCTBEHHOI'0 MHBAPUAHTHOI0O MHO2KECTBA CHUCTEMbI (He rnepecekarouerocs ¢ Ha-
YaJIbHbIM MHO)KECTBOM), HEKOTOpass OKPECTHOCTb KOTOPOro AOCTHU2KHMMa paccMaT-
puBaeMbIM (paSOBbIM MMOTOKOM Ha HM3y4YaeMOM OTpE3Ke€ BPEMEHH,

3. OTCYTCTBHSI B paccMaTprHBaeMod 06/1aCTH HHBAapUAHTHBIX MHOXKECTB,

4. HaaMuMs B paccMaTpHBaeMOH 006JlacTH HeCKOJbKHX WHBAapPHAHTHBIX MHOXKECTB.

206



HMcnosib3ysi M3BeCTHblE KOHCTPYKIHMHM METOHA CPAaBHEHHS M TeOpeMbl, NOKa3aHHbIe
aBTOPOM, MOCTPOEHbI OpUTHHAJbHbIe cucTeMbl cpaBHenuss (CC) masi ouenuBanusi MB.
[t mosTyueHust aHaMUTHUECKUX oleHOK VB moctaToyHo npornHTerpupoBaTh (UHCJIEHHO,
aHanntHyecku) CC TOJIbKO OIUH pas.

B noxsane obcyxpaiTest pasnuuHble MonuduKkaund noctpoenns CC ass ynydiie-
HUSI OLIEHOK W BO3MOXKHOCTb MOCTPOEHHSI BBICOKOTOYHBIX OLEHOK (B UACTHBIX CJIydasx).

[MpuBomsitcst npumepsl ouenuBanusi B B cucremax, omuceiBaoumx nsuxernue JIA.

O pa3pemuMOCTH M aCUMITOTHKaX pelleHUuH
HEKOTOPbIX CUHTYJASApPHbIX 3ana4u Komwu

A.E. 3epHos

HO>KHOYKpaWHCKMIA HauMOoHaNbHbIM negarorydeckuit yHueepcutet, Ogecca, YkpauHa

0. B. Ky3uHa

BoeHHas akagemusi, Opecca, YkpauHa
PaccmarpuBatotcst 3agaun Kowu Bunga
a(t)x'(t) = f(t,x(t),2(g(t)), 2’ (t), 2" (h(t))), 2(0) =0,

rae z : (0,7) — R — HensBecTHast ¢pyHKuus, f : D — R — HempepriBHas (QyHKLHS,
DcC(0,7)xRxRxRxR,

a:(0,7) = (0,400), g¢:(0,7) — (0,400), h:(0,7)— (0,+00)

— HenpepbiBHble ¢GyHKUMH, ¢(t) € (0,t], h(t) € (0,t], t € (O,T),tlirgooz(t) = 0.
—

PaCCManHBaIOTCH CJaydau:

aft
im QZO’, o€ 0,+00);
t—+0 ¢t
t
o) _ Lo
t—+0 ¢

[Tox peleHHeM naHHOH 3a1auH OHMMAaETCsi HEMpepbiBHO AU(depeHLHpyeMasi QyHK-
uust x : (0,p] = R (p € (0,7)), KOoTOpasi TOXKAECTBEHHO YHOBJIETBOPSIET HCCAELYEMOMY
ypaBHeHHI0 mpu Beex ¢ € (0, p], npuuem tlimox(t) =0.

—+

DopMynUpyIOTCS 10CTAaTOYHblE YCJOBHS, IPH BBHIIOJHEHUHM KOTOPBIX Y KaxKIoH U3
paccMaTpuBaeMbIX 3ajad CYLIECTBYeT HemycToe MHOXKecTBO pemieHud z : (0,p] — R
(p € (0,7)), rme p — HOCTATOUHO MaJIO, KAXA0€ U3 KOTOPBIX 00/1afaeT OnpefeeHHbIMH
cpofictBamu npu t € (0, p|]. O6cyKaaeTcst BONPOC O YKHC/IE TAKUX PelleHUH.

B uccrnenoBaHuaX UCMONB3YIOTCS METOAbl KaueCTBEHHOH TeopuM AupdepeHLHab-
HBIX ypaBHEHHH M (DyHKLHOHAJBbHOIO aHaJ/H3a.
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HudpepenuuanbHbie onepaTopbl Ha rpadax
U MX CHEeKTpPaJbHbIA aHAJAU3

B. E. KaHry>xuH

Kasaxckui HauMoHanbHbIM yHUBEpCUTET MMeHHu anb-Mapabu, Anmarbl, KasaxcraH

B noknaze paccMmaTpuBaloTca Au(QepeHLUaNbHble OlepaTopbl BTOPOro MOpsiiKa Ha
rpadax. Boautcsi Makcumasbhblil fuddepeHIHaNbHbINA 0nepaTop A,,q, Ha OPUEHTHPO-
BaHHOM rpade 6e3 netenb. [IpuBenensl ¢opmynaa JlarpaHxa a/s MakCHMaJbHOTO OIle-
patopa Ha rpade-gepese, a Takxke acCUMITOTHUYECKH He3aBUCHMBIH Habop pelleHHH Ha
rpage onepaTopHOro ypaBHeHHUS Amaz¥ = AU. 3atem BBOAHTCS onpejiesieHHe peryJasip-
HBIX KpaeBbIX ycsoBHH 1o bupxrody ans nuddepeHunaspHeX onepaTopoB Ha rpagax.
Hcenenytoresi crieKTpasibHble CBOUCTBA CyKeHHs A MakcHMaJsbHOro oneparopa Angqq,
06/1aCTb ONpefie/leHHs] KOTOPOro 3aaeTcs C MOMOLUBIO PeryJspHbIX KPaeBbIX YCJOBHH
no bupxrogy. B uacTHOCTH, HOKa3aHbl aCUMNTOTHUECKHe (OPMYJIbl A COOCTBEHHBIX
3HaueHWH, PyHKUMHU [prHa cykeHUsi A U TeopeMa O pa3/OXKEeHHH 10 KOPHEBBIM (PYHK-
uusM orneparopa A.

budgypkauuu B HeomHopogHOM ypaBHeHuu [yd¢puHra
MPU MaJbIX BO3MYIIEHUSAX

A. ®. KypuH

BopoHerkckuii rocyfapcTBeHHbIN yHUBepcHTeT, BopoHex, Poccus
YpaBHeHue 6e3 3aTyxaHus
Z4+ Q%2 = evz® 4+ eacos Ot

B kKoTopoM Q% > 0, v, a, Q; — NocTosIHHBIE MapameTpsl, € > 0 — MaJblil napamerp,
MpH ycIoBHH |2 — | ~ & pelleHo ¢ NPOU3BOJNBHBIMH HaYaJbHBIMH YCJIOBHUSMU C HC-
n0J1b30BaHKeM mepeMeHHbIX BaH aep [losis b, ¢ (z = bcost)) Bo BTOPOM MPUO/IHKEHHH
MeTOfia yCpeJHeHHSI.

Hns MensieHHBIX TTepeMeHHBbIX b U pasbl § = 1) — (2t B IepBOM NMPUOIHKEHUHN UMeeM
yCpeIHeHHYI0 M0 ObICTPbIM (Pa3aM cHCTeMY YpaBHEHHH

. a . - v, a cosf
bf—sﬁsmG7 05(h 8Qb> €50 b

rae h = (2 — Q) /e. C ucnosnb3oBaHHeM HHTerpasa

hQ2 3v Cl
0=—"—b— —p+—
€08 a 16a + b’

KOTOPBIH CJIEflyeT U3 CHCTEMBI, NOJyyaeM ypaBHEHHe OCLHUJIJISITOPA

2 2 2 2
. p - 5 3avCh 3hv 5 2Tv° o a® Cf
= —= S = — — - — — — | = F .
b 200599 1 {( h* 4+ 302 )b—!— 1 b 25692b + R (b)
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Kopuu ypaBHenusi F'(b) = 0 patoT nosoxeHusi paBHoBecus. [Ipu C # 0 Ha MI0CKO-
CTH TapaMeTpoB
QQ - Q) . ca

202 0 T oo

CYLIECTBYIOT IIECTb 00/acTeldl pa3jWYHBIX PeKUMOB KoJjebaHWH ocuumnastopa. MHte-
pecubl obsact I) & >0, 0 <A <4a/9u lIl) a >0, 0 >4 > —4a/3, B KOTOPBIX
MOTEHIMAJ [/ YPAaBHEHHUS OCLUJNATOPA UMeeT IBe siMbl. DU(ypKaLHOHHbIE 3HAYEHHS
napaMeTpoB &, 7, COOTBETCTBYIOLIME KOJeGaHHAM OCLHU/NATOPA HA BEpLIMHE MOTEHLHU-
aJibHOro Gapbepa, CBSI3aHbl KBaAPAaTHHIM OTHOCHTENbHO (¢ ypaBHEHHEM

&:

P&a? 4+ Qa+ R =0,

rue

81 27 9
P:~—4 :_7"3 7’-’2— ~ :—7’-’2.
V-4 Q=-g Y+ -6y, R=-77
W3 nByx KopHeit ypaBHeHusi K obgactsm I u II otHocuTcsi KopeHb & = (—@Q +

Q> —4PR)/2P.

OTMeTHM cyliecTBoBaHHe OUdypKauuil Kak npu v > 0, Tak U npu v < 0.
Jlnst Bcex 1mecTH o6/1acTell Ha OCHOBE MPHUBENEHHOTO BhILIE YPaBHEHHS OCLUJIIATOPA
TIOCTPOEHB! NPUOJHIKEHHbIe pelleHHs1 ypaBHeHHs JydduHra.

Cnucok aureparypsl

[1] Tpebenukos E. A. Meron ycpenHeHusl B MpUKJIaaHbIX 3agayax. — MockBa: Hayka,
1986.

O6 oxHOM ypaBHEHHH C HeJOKAJbHBIMU YCJIOBUSAMHU

. D. JlexkeHnHa
BopoHexxckuii rocyfapcTBeHHbIM yHUBepcuTeT, BopoHexk, Poccus

I/ICCJ'IellyeTCH 3ajgaydya

u' + Ly)u/ + —a‘;(f)u = f(z), z€(0,1],

w(0) =0, [u(z)ds =0, (1)

0

3mech aj,ap — HempepbiBHble (GyHKUMH Ha oTpeske [0,1]. IlpaBasi yacTb ypaBHe-
HHUs npUHALIEXKRUT npocTpaHcTBy Cy[0, 1], 3MeMeHTaMi KOTOPOTO SIBJSIFOTCS HEMPepPhIB-
Hele Ha noayuHTepBase (0,1] GYyHKUHH, [0/ KOTOPHIX CYLIECTBYET KOHEUHBIH MpemeJ

lin% 2T f(z). Hopma B npoctpanctee C, [0, 1] 3amaercs popmy.ioi
T—r

_ 1+
17l = gnax, 214 f(@)].

Pewrennem 3anaun OyneMm HasblBaTb HelpepbiBHYIO Ha oTpeske [0,1] ¢yHKLUHIO,
ABaX/ibl HeMpepblBHO NH(depeHLupyeMyto Ha monyuHTepBate (0,1] u ynosaerBopsi-
roryto (1).
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[Mosyuensl yc/oBust Ha (DYHKIMH a1,ap, TPH KOTOPBIX paccMarprBaeMmas 3ajada
MMeeT eMHCTBEHHOE pelleHue st Ji000oH dyHkuuu f € Cyl0,1].
3apaua (1) mopoxpaer omepatop A B mpoctpanctBe Cy [0, 1], 3ananubiil popmysoi
ai(z) ,  ao(x)

Au=1u" + —u' + 5
x x

¢ 00J1aCThIO OHpeIIeJ'IeHI/IH
1
D(A) = {u € C[0,1] N CL(0,1] N C2(0,1] : Au € Caf0,1], u(0) = 0,/u(x) dz = 0}.
0

[Tokaszano, uto masi Bcex |A| > ¢, ReA > 0, rae ¢ > 0 — HekoTopasi KOHCTaHTa,
CYLIECTBYeT pe30JibBeHTa ornepatopa A U ClpaBeiJUBa OlLlEHKA

C

j— _1 [
(A=A o < -

W3 3Toli oLeHKH BbITEKaeT, UTO omnepatop A sBJAseTCS MPOU3BOASIIMM OINEepPaToOpoOM
MOJyTPYIIIEl ¢ 0COOEHHOCTSIMH.

YuciieHHOE TeCTUPOBAaHUE B OOpaTHBIX 3agadyax
Ha rpadax
I.E. Mypsabekosa

Kasaxckuit arpotexHuueckuit yHusepcutet um. C. CeidpynnuHa, ActaHa, KazaxcrtaH

K. Bb. HypTasuHa

EBpaauiicknit HauuoHanbHbll yHUBepcuTeT uM. J1. H. T'ymunesa, ActaHa, KasaxcTaH

JlokJ1an MoCBsIIIleH BOCCTAHOBJIEHHIO KO3()(HUIIHEHTOB MapaGoMHIecKOro ypaBHEeHHS
Ha rpage-mepese. Ilycts 2 = {F,V} o6o3HauaeT KOHEUHBIH CBSI3HBIH KOMMAKTHBIH

meTpudeckuil rpad-mepeBo, E = {ej,ea,...,en} €cTb MHOXKecTBO pebep u V =
{vi,v2,...,UN+1} — Habop BepuuH, {V1,72,...,Ym}t = 02 C V — rpaHuuHble Bep-
ILIHHBL.

B pesysbrate mpeoGpasoBaHuil mapaGosuueckas 3agaya Ha KBaHTOBOM rpade [1]
TPUHUMAET BUJ:

ur — g + q(x)u = p(t)h(z), te€(0,T). (1)

D e Ouj(v,t) = 0B Kaxnoit Bepumne v € V'\ 9, nt € (0,77 ©
u(-,t) HempepbIBHBI B KaXKA0H BeplinHe st Beex ¢ € [0, 77,

Ou = f Ha I x [0,T], uls=p = 0 Ha . 3)

Honoxum H = L?(Q) u FT = L2([0,T]; R™). Cywectsyer [2] eIHHCTBEHHOE pelleHue
HayanbHO-KpaeBoi 3anadu (1)-(2). 3nech p € H*(0,T), a onepatop otkanka RT FT —
FT ects (RTf)(t) = u/(-,t), t € ]0,T).

Pemiena o6paTHasi 3afada, KOTOpasi COCTOUT B BOCCTAHOBJIEHHH TOTOJIOTHH rpada,
navuH pebep u BekTopoB q(-) W h(-), ussectnnix no RTf nas Beex f € FL. Aaro-
DUTM, OMHMCaHHbI B [2], NO3BOJIET CBECTH OOPaTHyI0 3ajauy /sl MapaGoJudecKoro
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YPaBHEHHUsI Ha JepeBe K 00pPaTHOM 3afaye [JIS BOJTHOBOTO YpaBHEHUS Ha KaxKAOM peOpe
e € E. Mul otoxpaectsiasieM e ¢ unrepsasom (0,1) u mpepsaraeM npakTUYeCKHe ajiro-
PUTMBI, KOTOpble MOTYT ObITh peasjn3oBaHbl uyucsaeHHO. Konel Matlab memoHcTpupytor
YHCJIEHHOE TeCTHPOBaHUe Hallel Momesu. [loTeHuman g 3anaetcs B KOHKpPeTHOH o6Ja-
cti, x € (0,2), tne | = 1 uau «. Jlas 4UCJAEHHOTO TECTHPOBAHHSI Mbl pacCMaTpHBaeM
Takue ToTeHUHasbl, Kak ¢(x) = 4x u g(x) = sin(4x). B pesynbrare mosyuaem cert-
Ky COOTBETCTBYIOIIMX 3HAaUeHWH W rpaduk, OMHCHIBAIOIINE YHCJIEHHOE BOCCTAHOBJIEHHE
CUHYCOUJAJbHOTI0 MOTEHLHAA.

Pa6oTa BeinosiHeHa MpH moaaepkke MuHucTepeTBa o6pasoBanus v Hayku PK (rpaHT
4290TP4).

Cnucok aureparypsbl

[1] Avdonin S., Kurasov P. Inverse problems for quantum trees, Inverse Problem and
Imaging, 2(1), 1-21 (2008).

[2] Avdonin S., Bell J., Nurtazina K. Determining distributed parameters in a
neuronal cable model on a tree graph, Mathematical Methods in Applied
Sciences, 40(16), 18 (2016).

HecranpapTHasi ruipoaiMHaMUKa
(mBymMepHBIE yaapHbIE€ BOJIHBI)

B.B. Manun, E. B. Pagkesuny

MockoBckuii rocynapcTeHHbiM yHuBepcuteT M. M. B. JlomoHocoBa, Mockea, Poccus

HccaenytorTes nBa npuMepa HeCTaHAApTHON TMAPOJUHAMUKM: B CYLLECTBYIOLIUX Ha
CerofiHSILIHUH MOMEHT MeTOfax pacuera TypOy/JeHTHOCTH MpejIoJ/araeTcsi BbIIOJHEHHE
4YHMCTO MaTeMaTHyeckoro ycjaoBusi ['onyHoBa—Jlakca o cylllecTBOBaHHH NOJIHOTO 6asuca
COOCTBEHHBIX BEKTOPOB Ha KPUTHUECKOM MHOTO0Opa3WH KpaTHBIX KOpPHeH (CHMMeTpH-
3auus cucreMsl). [Ipn aToM npennosoxxeHun AJs 3agadd PuMana o pacrane paspeiBa
U3 TeopeMbl Malifpl cienyeT cyllecTBOBaHHe /s JIOOBIX AByX ToueK (pa3oBoro mpo-
CTPAHCTBA €IMHCTBEHHOH COeNMHSIOUIeH UX LeNOUKH YCTOHUYMBBLIX YAAPHBIX BOJIH, BOJH
paspsiKeHHsl U KOHTaKTHBIX Pa3pblBOB.

B 1o xe Bpems, us akcnepumenta (Jlannay, Ilpuroxun, Puuapacon, ...) xoporio
M3BECTHO O BO3HMKHOBEHHH JByXCKODOCTHOIO peXHMa B HauaJlbHOH CTaiuH TypOyJ/eHT-
HocTH (T.e. OM(YpKalHUHU yCTOHYMBOH YHApHOH BOJIHEI), UTO MPOTHBOPEUHUT TeopeMe
Matigsl. C BO3MOXKHBIM MeXaHH3MOM BO3HMKHOBEHHS JByXCKOPOCTHOTO pexkuMa (Ha-
3BaHHOro IIpuroxxunsiM Karactpooit Pumana—I1oronno), NpuBoAsAINAM K HapyIIEHHIO
ycnoBus [opynoBa—Jlakca, cBsi3aHbl HccilelyeMble HUXKe [PUMepbl.

Jlns MonubUKaLUK CUCTEMBl ypaBHEHHH MeJsKOH BOABI (CHCTeMa HJIsl IBYXKOMIIO-
HEHTHOH CMeCH) W yceueHHOH Mozesu Ditepa (cucTeMa Il IBYXKOMIIOHEHTHOH CMe-
CH C OHMM ypaBHeHHeM Hepas3pblBHOCTH) NOKa3aHO CYIIECTBOBAaHHe HEKJIACCHYECKHX
(IByMepHBIX) yHapHBIX BOJH B 3ajade PrumaHa.
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3agaua [upuxje il HarpyKeHHOro ypaBHeHUS
CMEeIIaHHOro THIa

0. K. CabuTtoBa

Crepnutamakckuii donnman bBalkupckoro rocyaapcteeHHOro yHMBEPCHTETa,
Crepnutamak, Poccus

PaCCMOTpI/IM Harpy>Ke€HHOoe€ ypaBHEHHE CMEIIaHHOTO TuIlla

Lu = Uz + uyy - bQU(J?’y) + Cl(y)u('r7 0) = 07 Yy > 07 (1)
Ugy — Uyy — bQ’UJ(ZIJ,y) + CQ(y)U(JZ, O) = 07 y < 07

B mpsimoyroJbHo# obnactu D = {(z,y): 0<z<l,—a<y<p}, a, B,1,b >0 —
3aJaHHble TOJIOXKHUTe/bHblE HeficTBUTeNbHbBle uucaa, Cr(y), Ca(y) — 3amaHHBlEe Hempe-
pBIBHBIE (DYHKIHH.

3apaua Mupuxue. Haiitu B o6sact D dyHKIHO (X, y), YIOBJIETBOPSIOUIYIO CJIENY-
IOLIUM YCJIOBUSIM:

u(z,y)eC*(D)NC*(D;UD_); (2)
Lu(z,y) =0, (x,y)€DiLUD_; (3)
u(0,y) =u(l,y) =0, —a<y<p (4)
u(z, B) =¢(@),u(z, —a)=v¢ (), 0<z<l, (5)

rae ¢ (z) , ¢ (x) — 3anaHHble foCTaTOUHO ryagkue (GyHKuuH, ¢ (0) = ¢ (1) = ¢ (0) =
(), D =Dn{y >0}, D_=Dn{y <0}

B paGorax [1], [2] BrepBele mJsi HATPYKEHHOrO MapaboIO-TUIepOONTHUECKOTO YpaB-
HEHUSI B TPSIMOYTOJIbHOM 006/1aCTH H3ydyeHa HauaJbHO-TPaHHUYHAsK 3a7auya MEeTOOM CIIeK-
TPa/bHBIX PAa3JIOKEHHH, TJe YCTAHOBJEH KPUTEPHUH €NHHCTBEHHOCTH pelleHHs U J0-
KazaHa TeopeMa CylLIeCTBOBAHHS pelleHusl 3ToH 3agaun. PellleHue MOCTPOEHO B BHJE
CYMMBI Psiia 1O COOCTBEHHBIM (DYHKLHSIM COOTBETCTBYIOLIEH ONHOMEPHOH 3afaud Ha
COOCTBEHHBIE 3HAYEHMUS.

3apaua (2)-(b) mpu I = 1 usyuena B pabore [3], 3mecb mpu Bcex b > 0 ycraHos-
JIEHBl HEOOXOIUMBIE U JOCTATOYHbBIE YCJOBHS €IHHCTBEHHOCTH peleHus 3agaun. Camo
pellleHHe TMOCTPOeHO B Buie cymMbl psna Pypoe. [Ipu nokasarenbCTBe paBHOMEPHOE
CXONMMOCTH psiia M3-3a MPOOJEMbl MajbiX 3HAMEHATesed HAKAANbIBAIOTCS YCJIOBHS Ma-
joctu HopM KosdduuuentoB Cq(y) u Ca(y), Bxogsumx B ypaBHenue (1) B cocraBe
Harpy>KEeHHBIX CJIATaeMbIX.

B naunoii paGore, Ha ocHoBe [3, 5] ycTaHOBNeH KpUTepUil €IHUHCTBEHHOCTH pe-
meHust 3agaun (2)-(5) mas HarpykeHHoro ypaBHeHus (1) B mpsiMOyrosibHOH 06/acTH
D. Peuienne moctpoeHo B Bume cymmbl psga ®Pypoe. [Ipn 060cHOBaHHH CXONHMOCTH
psifa BO3HMKaeT mpob/eMa MaJjblX 3HaMeHaTesJed OTHOCHTEJbHO CTOPOH «/l mpsimMo-
yrosbHHKa D_. B CBsi3l ¢ 4yeM yCTaHOBJIEHBI OLEHKH [/l OTAEJIEHHOCTH OT MaJoro
3HaMEHATeJisi ¢ COOTBETCTBYIOLIEH aCHMIITOTHKOH [Jis PalHOHANBHBIX U UPPALHUOHAJb-
HBIX 3HAYEHHH umcya /], KOTOpble MO3BOJHIK 0G0CHOBATh CXOAMMOCTb MOCTPOEHHOTO
psima B Kjacce peryaspHbix pemieHud (2) u (3). Ilpu 3ToM yc/ioBHE MajOCTH HOPM
11 = max [C1(y)] n ||Czll = _max [Co(y)| caro.
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Cnucok aureparypsbl

[1] Caburos K.b. HauanbHo-rpannuHas 3amaua JJjisi Harpy»KeHHOrO ypaBHEHHs mapa-
6osio-runepbouyeckoro tuna, Joka. AMAH, 11, Ne 1, 66-73 (2009).

[2] Cabuto K.B. HauanbHo-rpaHuuHasi 3afaya [IJjs napaboJio-runepboaudeckoro
ypaBHEHHUsI C Harpy>KeHHBIMM cJjaraeMbiMu, M38. sysos. Mamemamuxa, Ne 6, 31—
42 (2015).

[3] Caburos K.b., Menumwesa E.I1. 3agaua Juprxie njs Harpy»KeHHOTO ypaBHEHHs
CMEILAHHOr0 THIA B MPSIMOYTOJbHOH o6sacTH, HM38. 8ysos. Mamem., Ne 7, 62-76
(2013).

[4] CaburoBa 10.K. KpaeBasi 3amaua ¢ HeJOKaJbHBIM HHTErpajbHbIM YCJIOBUEM IS
ypaBHEHHMH CMEIIaHHOTO THIa C BBIPOXKIEHHEM Ha MepexonHo# JauHud, Mamenm.
samemxu, 98, Ne 3, 393-406 (2015).

[6] Cadburos K.b. 3agaua Hupuxse s puddepeHUHaNbHBIX YPaBHEHUH B YaCTHBIX
MPOU3BOAHBIX BBICOKHX MOpsiakoB, Mam. samemxu, 97, Ne 2, 262-276 (2015).

CxonMMOCTh CHEKTPAJbHBIX Pa3JIOKEHUN
anas cuctembl Jupaka

. B. CaposHuuas
MockoBckui rocyfapcTBeHHbIM yHUBepcuTeT umeHn M. B. JlomoHocoBa, Mockea,
Poccus

Paccmarpuaercst onepatop dupaka L£p B npoctpanctse H = L]0, 7]® L2[0, 7] 3 y,
NOPOXKAEeHHBIH nu(depeHIMaIbHBIM BhIpaKeHHeM

tp(y) = By + Py, rne
R R (1 ) BE R )

®yukuuu pj, j = 1,2,3,4, npeanonaraiorces CyMMHpyeMbIMH Ha oTpeske [0, 7| U KOM-
nyieKCHo3HauHbIMK. OOLIMH BUA KpaeBbX YCJIOBHH AJs onepatopa Lp 3afaeTcsl CHCTe-
MO# ABYX JHHeHHbIX ypaBHeHu# U(y) = 0.

O6o3snauum uepes {y,} cucTeMy KOpHeBbIX (DYHKUHE omepatopa Lp 7. 3ahuKCHpy-

€M HEeKOTOpHIH OpTOHOPMHpPOBaHHHIH 6asuc {e,}ncz B npocrtpaHctee H u ompemenum
oneparop 1" paBeHcTBaMu 1'e, =y,, n € Z. BBenem 0603HaueHus

EO = Lin{en}neJN, E1 = Lin{en}ngJN,

Ho = Lindyntnesn, Hi=Lin{yntngiy,
rie depes Jy 0003HaUEHO MHOXKECTBO LI€JBIX MHAEKCOB MOIHOCTH N € N.

Teopema 1. [lycmv Lpy — cusbHo peeyrapHuill onepamop Hupaka ¢ nomexuyua-
aom P € X, ede X — komnakm 8 L1[0,7]. [Tycmo kpaesvie ycrosus U u sesununa
foﬂ (pa(t)—p1(t)) dt purcuposans. Toeda natidymes Homep N = N(X,U) u koHcman-
ma C = C(X,U) makue, umo, sv.6pas mroxcecmso undekcog J = Joni1 = {n}ffN,
015 onepamopa

Tf, fekFE,
St = Z (f’ en)@na fe Eo,
[n|<N
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20e {pn }Ny — npoussosvrbiii opmonopmuposannsl 6asuc 6 noonpocmparcmee Ho,
umeem OyeHKy

IS - s~ < C.

Teopema 2. [lycmov Lpy — cusvro peeyrspubiii onepamop [upaka ¢ nomenyua-
aom P € L, [0,7], » € (1,2],
Jo (pa(t) — pi(t)) dt purcuposanei. Tozda naiidymes womep N = N(R,U), mHo-
acecmso undexcos Jy (3asucaujee om nomenyuara P u kpaesoix ycrosuii U) u
koncmanma C = C(R,U) makue, umo 0as onepamopa

Tf, fe FEq,
St =
Z (fven)(pn; f S E07
neJy

ede {¢ntneiy — NPoOU3BOALHBLL OPMOHOPMUPOBAHHBIL 6a3uc 8 nodnpocmpancmae
Ho, 8bLNOAHEHA OUEHKA
Is|-1st<c

Pa6oTa BhimosiHeHa npu duHaHcOoBOH mopaepxkke PODHU (nmpoekt Ne 16-01-00706).

KospuuTtuBHag pa3peminMOCTb HeJOKAaJbHOM 3aJauu
IJis TapabdoJMueCKOro ypaBHeHNsI B MPOCTPAHCTBAX
Cao0oxerkoro

A. P. XaHanbleB
Poccuiickuit yHueepcuteT apyx6bl Hapopos, Mockea, Poccus

B MPOHU3BOJIbHOM 6aHaxOBOM IIPOCTPAHCTBE E paccMaTpuBaeTCa HeJlOKaJibHasi 3aja-
qa

V() + Av(t) = f(t) (0<t<1), v(0)=v(\)+pu (0<A<1) (1)

111 abCTPaKTHOrO NMapabo/iMuecKoro ypaBHEeHHs ¢ HEOTPaHMYEHHBIM CHJIbHO TO3MTHB-
HBIM OrepatopoM A, HMEWLIUM BClOAy MIOTHYI0 B E ob6nacTb onpenenenuss D(A) u
MOPOXKAAIINM aHANUTHUeCKYH0 noayrpynny exp{—tA}(t > 0); p — 3/MeMeHT HeKOTO-
poro noanpocTpaHcTBa E, KOTOpbIH GyieT onpenesieH HHUXKE.

Beenem npoctpanctsa JI.H. Cio6oneuxoro Wy = W([0,1], E) (1 < p < oo,
0 < a < 1/p), nonydyeHHble 3aMbIKaHHEM MHOXKECTBa BCeX MMagkux (QyHKuuid f(t),
onpeneseHHbIX Ha oTpe3ke [0,1] co 3HaYeHUsIMH B MPOCTpaHCTBE F, 1Jisi KOTOPBIX KO-

HeyHa HOpMa
£ (t) = F(O)II%
1115 /Hf % dt+// g‘HwEd@dt (2)

O6o3Hauum uepes E, , = E(a,p, A) (0 < a <1/p, 1 < p < oo) 6aHAXOBO NPOCTPAH-

CTBO C HOPMOH
1

., Z/Z*a”\lAeXp{—zA}uH% dz. (3)
0
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[Tycts E,p — COBOKYNHOCTb Te€X 9/JE€MEHTOB u € F, /11 KOTOPBIX CXOAUTCH MHTErpais
3).

Panee B patore [1] Gblna noKa3aHa KOIPLUTHBHAS paspelIMMocThb 3anaud Komu
v'(t)+ Av(t) = f(t) (0<t<1), v(0)=wvo. (4)
B nacrosue#t pabore noKaselBaeTcs ciaefyiollas Teopema.

Teopema 1. [lycmo p € E,p, f € WS npu nexomoporx p > 1, 0 < o < 1/p.
Toeda neroxarvras sadaua (1) xospyumusro paspewuma 6 W' u cnpasediuso
HepaB8erCcms0 KO3pYUmueHoCmu

/ < }
[0l + 140l + max @z, , <M [l , + 1w (5)

¢ noaoxcumenvrol nocmosannot M, ne 3asucaujeil om p u f.

[TonyyeHHBIl pe3ynbTaT 0600611aeTCsl U Ha Caydail MepeMeHHOro oreparopa.
Cnucok aureparypsbl

[1] Anocos B.TII., Co6osesckuii I1. E. O k03puuTHBHOH pa3pelinMocTy mnapabosnye-
CKUX ypaBHenui, Mamenm. samemxu, 11, Ne 4, 409-419 (1972).

I'nankue pemeHus JUHENHBIX
¢yHKIMOHAJbHO- AU (PepeHINANbHbIX YPaBHEHUN
HeUTpPaJbHOr0 THIA

B. b. YepeneHHukoB
MpkyTckui NocypapcTBeHHbii ArpapHbii YHuBepcuTet, UpkyTtck, Poccus

PaccMoTpuM HauasbHYyI0 33724y ¢ HayasbHOH (DYHKLHEH A/ CJAedYIOLIero JMHeH-
HOr0 (pyHKLHMOHAJIbHO-AH((hepeHHalbHOr0 ypaBHEHUS HeHTpaJbHOrO THIA:

() +p(t)a(t — 1) = a(t)a(t — 1) + b(t)z(t/q) + f(1), t € [0,00); (1)

Jj(t) - g(t)v te [_170]7 (2)

rie g(t) € C>[=1,0], p(t) = po + pit, at) = ao + art, b(t) = bo + bat, f(t) =
Yo Fut™.

Cdopmynupyem 3anady o IVIagKHX peLIeHHsIX.

Samaua. Onpedesums ycio8us CYULLCMBOBAHUSL U CROCOObL HAXOMOCHUS HAUANb-
notl ¢yukyuu g(t), t € [—1,0], makoil, umo nopoxdaemoe e peuieHiue HAYAALHOL
3adauu (1)-(2) obradaem 8 moukax, Kpamublx 3ana30vl8aHUI0, HE0OX00UMOL eaal-
KOCMbHO.

JlanHast 3ajaya MOXKeT OBITh pelleHa Ha OCHOBE METOa MOJMHOMHAJbHBIX KBa3H-

petueHui [1], B OCHOBe KOTOPOrO JIEXKHT MpeACTaB/IeHHEe HEM3BECTHOH (DYHKLHH B BHe
., N

TMOJIMHOMA HeKOTOpo# cremenu x(t) = > x,t". IIpu noacTaHOBKH €ro B MCXOAHYIO
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3ajiauy IN0sIBJIS€TCS HEKOPPEKTHOCTb B CMBIC/IE Pa3MEPHOCTH IOJMHOMOB, KOTOpasi KOM-
TIeHCUpYeTCsl NMyTeM BBeNEHHS B ypaBHeHHe HeBsI3KH. JIJ1s1 HEBS3KM MoJyueHa TO4YHast
aHa/JMTHYecKas (popMmyJsa, XapakTepusyiollasi Mepy BO3MYILEHHS HCXOLHOH HavyasbHOH
3agaud. [TokaszaHo, uTO ecnd AJsi UccefyeMoi HauadbHOH 3amauu (1)-(2) BbIGpath B
KauecTBe HauyanbHOH (yHKUHH ¢(t) MONMHOMHAJbHOE KBasupelleHue crerneHd N, TO
nopoxjaeMoe pelleHHe OyfeT UMeTb B TOUKaX CTBIKOBKH IVIaIKOCTb HE HHKe CTeleHH
N.

Cnucox aurepaTtypbl

[1] Cherepennikov V.B. and Sorokina P. G. Smooth solutions of some linear functional
differential equations of neutral type, Functional Differential Equations, 22, Ne 1-
2, 3-12 (2015).

I'unepOoau3anysa HeJIUHEMHOr0 ypaBHeHHUS
IMIpenunrepa

A. 1. OHakoBcKHH
NHcTUTYT npuknagHon dmsukn PAH, Huxnui Hoeropog, Poccus

Henuneitnoe ypaBuenue Llpenunrepa (HYI) o6namaer upesBblUadHO BBICOKOMH
YHHMBEPCaJIbHOCTbIO U MPHUMeHseTCs AJ1s1 ONMUCAHHS BOJHOBBIX MPOLECCOB BO MHOTHX 00-
JlacTaX (PU3UKH: B TEOPUH MOBEPXHOCTHBIX BOJIH, B MOZAEJSX 3BOJIOLUM paclpeneneHUH
na3MeHHbIX KoseOGaHWH, HeJUHelHOU onTHKe, 6uodusuke U T. A JlaHHOe ypaBHeHHe
SIBJISIeTCs] OCHOBHBIM YpaBHeHHEM HeJIMHEHHOH BOJIHOBOH ONTHKH M aKTHBHO MCIOJb3Y-
eTcsi, HalpyuMep, NPH MaTeMaTHYeCKOM MOJEJIMPOBAHHUHM BOJOKOHHO-ONTHYECKUX JHUHHUH
CB$I31, BOJIOKOHHBIX JIa3ePOB M Pa3JIMUHBIX ONTHYECKHX YCTPOHCTB. /sl afeKBaTHOro
YMCJIEHHOro pacyera 3afad B 00J1aCTH BOJIOKOHHO-ONTHYECKUX JHHHWH CBS3H WJIH BO-
JIOKOHHBIX J1a3€pOB C JeTa/bHbIM NPOCTPAHCTBEHHO-BPEMEHHBIM pa3pelleHHeM YHCJIO0
TOYEK 10 «POCTPAHCTBEHHOH» MepeMeHHOl MoxeT cocTaBasaTh 109-107, uTo mpuso-
IOUT K OFPOMHBIM 3aTpaTaM MAIMHHOTO BPEMeHH H OBICTPOMY HAKOIJIEHHIO OLIMOKH.
[IpakTHyecKH eTMHCTBEHHBIM ITyTeM pacueTa TaKHX 3aAad SBJSETCS NapassespHas pe-
aJu3alusl YUCAEHHBIX aaropuTMoB. /st uX 3(PGheKTUBHOTO NpPUMeHeHHs TpeOyTcs
HOBble MaTeMaTHYecKHe MOJEeJH, alrOPUTMbl U MaTeMaTHyeckoe obecrieueHHe.

B ofsacTu ruppo ¥ rasofMHaMHKH B MocjelHee BpeMs UHTEHCHUBHO Pa3BHUBAeTCs
MeTon Tunepoosnsauuu [1, 2], Xopouo 3apeKOMeHA0BAaBIIKE ce6si MPU afanTaluH Ha
apXUTEKTYPY MapaJ/esbHbIX BBICOKOIPOU3BOLUTENbHBEIX BHIYHCAUTENBHBIX CHCTEM.

Tunepbonuzaureil ypaBHeHUH Ha3bIBAIOT NOOABKY AONOJHUTEJNBHOIO UJjieHa ¢ Ma-
JIBIM NapaMeTpoM B KauecTBe KO3(QUlIMeHTa Nepea BTOPOH MPOM3BOAHON MO BPeMEHH.
Hanuuue takoro ujieHa 1M03BOJISIET CTPOUTb TPEXCJ/IOHHBIE SIBHblE CXeMbl, 00/aaoliye
JIYYIIMM YCJIOBUEM YCTOHUHBOCTH, UeM TPAAHULHOHHbIE SBHbIE CXeMbl 1Jis Mapabosude-
CKHX W HecTalHOHapHbIX ypaBHeHHH lllpennHrepoBckoro tumna. s ypaBHeHHH “miapa-
6osueckoro” THIA, K KOTOPbIM OTHOCSITCSl HeCTallMOHapHOe ypaBHeHue Illpenunrepa
U aHaJIOTHUHble YPaBHEHUS] W CHCTEMbl, Pa3HOCTHble CXeMbl 00/1aJal0T OUeHb JKECTKH-
MU YCJOBMSIMH yCTOHYMBOCTH: At < h%, uTo Mo CyTH gHeja NMPU M3MeJbYeHHH CeTKH
3aMenJser perleHue 3agadu. [lomumo 3Toro, B ypaBHeHusax tuna HYI Bricokue npo-
CTPAaHCTBEHHble TAPMOHHMKH He 3aTyXaloT C TeYeHHEM BpPEMEHH, a MMeIOT OBICTPO H3-
MeHsiolrecs: (pasel, YTO MPUBOAUT JaxKe MPU “OTHOCHTENbHO MSTKOM” YCJOBUH YCTOMU-
YHUBOCTH K SIBJIEHHIO caydaiiHeix (a3 [3]. DTo siBneHHe GLICTPO pacmpoCTpaHsieTes A0
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HU3KHUX TaDMOHHUK U TIpeBpalllaeT BeCb MPOLeCC BHIYUC/IEHUH B (PaKTUUECKH CJy4YalHBIH
npouecc. Kak nas ncxonnoro HYUI, tak u nis runep6osu3ipoBaHHOIO BapHaHTa Ha
3aIaHHOM MaJsioM oTpe3ke (tg, %o+ At) mocTpoeHo Npub/nKeHHOE pellieHHe 3afauH, KO-
TOpOe KpOMe BBICOKOrO MOpsiiKa anNpoKCUMaLKuK o6safaeT elié U TeM CBOHCTBOM, UTO
B HayaJbHOH H KOHEYHOH TOYKaxX pacCMaTpUBAeMOro MaJjioro MHTepBaja MPOU3BOAHBIE
N0 BpeMeHH NPUOJIHKEHHOTO pelleHHs COBNAAaloT ¢ MPOU3BOAHBIMH TOUHOTO pellIeHHSs.

Cnucox aurepartypsbl

[1] Yersepywikun b.H. Kunetuueckue cxembl ¥ KBa3UrasoguHaMHUYecKas CHCTeMa
ypaBHenuid. — M.: MAKC IIpecc, 2004.

[2] YerBepywkun B. H. Ilpenensr metanusauuu u GopMyJHpoBKa Monesel ypaBHeHHH
CIUIOWIHBIX cpen, Mamem. modeauposarue, 24, Ne 11, 33-52 (2012).

[3] KOnakoscku#t A.Jl. MonenupoBanue HemuHediHoro ypaBHenusi lllpennHrepa. —
H. Hosropon, 1996.

http://libgen.io/ads.php?md5=E3B7C9412BD4D71AF6A18786E479F77B.
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